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ABSTRACT 

The spatiotemporal variations in solute concentrations within a watershed can provide 

valuable understandings on the hydrogeochemical processes in the system, e.g. the residence time 

of the water, retention of contaminants and weathering rates of minerals. However, such 

understandings are often prevented by the complexities in the process coupling and challenges in 

modeling such couplings at watershed scale.  

This dissertation presents an integrated approach to study this system. A fully coupled 

finite volume hydrological, land surface and reactive transport model: RT-Flux-PIHM has been 

developed. Based on Flux-PIHM, which simulates the terrestrial water cycle and the surface 

energy balance, the additional RT module explicitly models mass transfer and geochemical 

reactions, including mineral dissolution, precipitation, and ion exchange. As such, RT-Flux-

PIHM is the first numerical model that provides the integration of land surface, hydrological, 

mass transfer and biogeochemical reaction at large scale. 

The model was verified and then applied at the Susquehanna Shale Hills watershed (0.08 

km2), a National Science Foundation (NSF) Critical Zone Observatory (SSHCZO). Based on 

existing conceptual framework on major hydrogeochemical processes and extensive 

measurements at the site (Herndon et al., 2015; Jin et al., 2011a), RT-Flux-PIHM reproduces the 

spatiotemporal evolution of solute concentrations which matched field observations.  

The chloride concentration is controlled by inputs from rain and the hydrological 

connectivity of watershed. The watershed is well connected in the wet seasons, which allows fast 

flushing of chloride. In contrast, the less connected watershed in the summer sees “trapping” of 

chloride in less connected area. Large rainfall events connect the whole watershed and wash out 

these “old water” pockets of high Cl concentrations – however, by the time the water emits at the 
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stream mouth it is diluted significantly. This seasonal change in hydrological connectivity at the 

watershed scale essentially regulates the chloride concentration.  

Existing studies show the slope of the log-log concentration discharge (CQ) plot of 

chloride is ranging from 0 to -0.25 however it is unclear what controls the variations. Numerical 

experiments are conducted to elucidate the hydrological controls on the Cl CQ relationship. The 

chemostasis of chloride is dependent on the capability of the watershed to effectively mitigate the 

concentration variations induced by transition between source waters, e.g., from valley floor and 

swale subsurface flow to upslope subsurface flow, or from subsurface flow to deeper groundwater 

flow. Larger water storage leads to more chemostatic behavior while larger precipitation level and 

coarser soil both lead to stronger dilution behavior. However, transport parameters such as macro 

pore conductivity changed the Cl CQ slope only marginally. 

Mg concentrations, however, are regulated by the interplay between clay dissolution and 

groundwater influx as sources and discharge as sink while ion exchange acts as the storage buffer. 

Faster clay dissolution in the wet season with more abundant water is accompanied by more 

diluted groundwater influxes to the stream at the mouth by more discharge. In the dry summer, 

the slower clay dissolution is accompanied by less diluted groundwater influxes at the stream 

mouth and lower discharge. Cation exchange buffers the Mg concentration by storing tens of 

times higher Mg on exchange sites than in pore water. Large rainfall events flush out significant 

amount of stored Mg on the exchange sites while also diluting the waters, leading to similar Mg 

concentrations in the stream waters in large and small rainfall events. In general, the multiple 

processes work together to generate the relatively consistent concentrations for both solutes.  

In sum, the development of RT-Flux-PIHM enables studies on the hydrogeochemical 

dynamics at large scale, offering process-based modeling that integrates different processes while 

at the same time can separate and interrogate the importance of each mechanism.  
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Chapter 1  
 

Introduction 

Many scientific endeavors and engineering applications involve tracking and predicting 

the transport, reaction and fate of chemical species within the flowing phase in natural systems or 

in laboratories. Such problems include diagenetic and weathering of the rocks that forms our 

earth (Johnson et al., 2004; White and Brantley, 2003), subsurface hazardous material disposal 

(Van der Lee et al., 1992; Zachara et al., 2002), environmental remediation (Arbogast et al., 1996; 

Fang et al., 2009; Jamieson-Hanes et al., 2012; Li et al., 2011; Li et al., 2010; Li et al., 2009; 

Runkel and Kimball, 2002; Scheibe et al., 2009; Wu et al., 2006; Yabusaki et al., 2011), enhanced 

oil recovery (Banat, 1995; Qiao et al., 2014a, b), CO2 sequestration (Audigane et al., 2007; 

Bachu, 2000; Brunet et al., 2013; Johnson et al., 2004; Xu et al., 2003), groundwater quality 

deterioration due to CO2 sequestration (Frye et al., 2012), chemical flooding (Shah, 1977), etc..  

In many of such efforts, flow dynamic, mass transfer process and geochemical reactions 

are intricately coupled. Materials are transported by advection and dispersion due to the bulk 

motion of fluid within porous media, which creates spatiotemporal variations in the aqueous 

chemistry and fluid composition in pore space. Depending on the local aqueous chemistry, 

geochemical reactions alter porosity and permeability of the porous media (Brunet et al., 2013). 

Sometimes chemical species will also alter the wettability of the mineral surface, causing changes 

in relative permeability (Qiao et al., 2014b). Such alterations in turn controls the bulk motion of 

fluid in the field (Brunet et al., 2013). These feedbacks between processes can exist in different 

spatial scales, ranging from pore scale, core scale, and up to the field scale. Therefore, we are 

often presented with coupled systems where transport phenomena and chemical reactions are 

intertwined. 
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 One of such problems is the hydro-geochemical evolution in watersheds. The Critical 

Zone (CZ), defined as the near-surface layer of the earth between tree canopy and the top of 

bedrock, is vital in sustaining life (Brantley et al., 2006). In the CZ, multiple physical and 

biogeochemical processes corporate to shape the Earth’s surface and control its functioning 

(Stallard, 1998). Surface hydrologic processes (e.g., precipitation, infiltration, evapotranspiration, 

surface runoff and channel flow) determine water fluxes and serves as a fundamental control on 

other physical, geochemical and biological processes. Biogeochemical processes, on the other 

hand, alters the properties of rocks and soils, ultimately influencing hydrological processes 

(Brantley et al., 2013a). The interplay between hydrological and geochemical processes is 

perplexing and poorly understood at the watershed scale. For example, the hydrology and 

geochemistry communities have long been puzzled by the double paradox (Kirchner, 2003). One 

is the “rapid mobilization of old water”, reflecting the fact that streamflow responds rapidly to the 

size of the rainfall events, while the concentrations of passive tracers (e.g., chloride) and various 

cations remain relatively constant (chemostatic behavior) (e.g., (Clow and Mast, 2010; Godsey et 

al., 2009)).  The other is the “variable chemistry of old water”, reflecting that watersheds release 

“old” waters of different chemical composition in rainfall events of different size.  

 

Figure 1-1 “Rapid mobilization of old water”: a) rainfall and stream discharge b) chloride 
concentration in stream and in rainwater for Tanllwyth stream at Plynlimon, Wales. 
Stream discharge is responsive to rainfall events, however chloride concentration is 
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largely unaffected by rainfall event and rainwater chloride concentration, although 
chloride is controlled by rainfall input. Figure from (Kirchner, 2003) 

 

Figure 1-2 “Variable chemistry of old water”: Semilog plots of concentrations of reactive 
species as functions of stream discharge at Upper Hore stream at Plynlimon, Wales. 
Concentrations of reactive species are dependent on stream discharge, but such 
relationship varies among different species. Figure from (Kirchner, 2003) 

Resolving these puzzles requires an integrated and process-based understanding of the 

intricate interactions between hydrological and geochemical processes at the watershed scale 

(Beven, 1989; Beven, 2002; Kirchner, 2006). Such tools, however, do not yet exist. Three sets of 

equations to model flow dynamic, mass transfer process and geochemical reactions need be 

solved together in such a model. 

 The hydrology community has utilized distributed models for more than five decades 

(Gan et al., 2006; McDonnell et al., 2007; VanderKwaak and Loague, 2001) to understand 

coupled hydrological processes including rainfall infiltration, run off, surface and subsurface 

water interactions, snow melting, and river hydrodynamics (Abbott et al., 1986; Beven, 1989; 

Kumar et al., 2009b; Qu and Duffy, 2007; Quinn et al., 1991; Singh, 1995). With the 

incorporation of surface energy conservation, recent introduction of land surface processes into 

hydrological models marks a new advance toward more accurate representation of 

evapotranspiration (Maxwell and Miller, 2005; Shi et al., 2013b).  
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With the development of distributed hydrological models, pollutant transport models are 

also devised in order to predict and control detrimental effects of pollutants. Li and Duffy 

presented a simulator that models pollutant transport in a two dimensional finite volume setting 

for a range of physical and numerical conditions (Li and Duffy, 2012) based on works of 

(Jawahar and Kamath, 2000; Toro, 1992; Zoppou and Roberts, 1999). Solute and water quality 

models have been developed as add-ons to hydrological models to understand environmental 

impacts of contaminants (Arnold and Soil, 1994; Donigian Jr et al., 1995; Santhi et al., 2001). 

These models, however, use empirical and simplified correlations to represent reactions without 

incorporating physics-based multi-component reaction network and rigorous reaction 

thermodynamics and kinetics representations based on geochemical theory (Steefel et al., 2005). 

The geochemistry community developed the mathematical and numerical frameworks for 

multi-component reactive transport modeling (RTM) over three decades ago (Lichtner, 1985; 

Parkhurst et al., 2003; Steefel and Lasaga, 1994; Yeh and Tripathi, 1989; Zysset et al., 1994). 

These physically based models solve the advection-dispersion-reaction equations (ADR) for 

explicit spatial distribution and temporal evolution of multiple chemical components. RTMs have 

since advanced to become powerful tools to understand complex flow, transport, and 

biogeochemical processes relevant to environment, water, and energy, including global 

geochemical cycling (Goddéris et al., 2010; Jacques et al., 2006; Mayer et al., 2002; Moore et al., 

2012; Person et al., 1996; Steefel et al., 2005), environmental remediation (Bao et al., 2014; Tang 

et al., 2013), and energy production (Audigane et al., 2007; Qiao et al., 2014a). RTMs have 

mostly been applied to understand subsurface processes ranging from as small as the pore scale 

(microns) to as large as field scales (100 meters) (Atchley et al., 2014; Beisman et al., 2015; 

Navarre-Sitchler et al., 2013).  

The rapid developments of the three fields have led to the possibility to elucidate the 
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interplay of hydrological and geochemical process at the watershed scale. However, several key 

assumptions must be made before coupling models. First of all, the water dynamics in the natural 

shallow subsurface is essentially different than deep groundwater. In the shallow subsurface, the 

exchange between soil water, ground water, stream and rain water is swift and frequent (Morrice 

et al., 1997; Yang et al., 2000). When such exchange happens, mixing of chemicals may not 

follow a uniform pattern. Some chemical species are supposedly non-reactive and are transported 

conservatively (Peters et al., 1998). On the other hand, some reactive species are subject to cation 

exchange reactions, which will control the aqueous concentration of the reactive species and also 

leads to retardation of transport (Duffy and Cusumano, 1998; Jin et al., 2011a). For a model that 

is operating on field scale, although we still consider the effects of cation exchange reactions for 

reactive species for the cell centered volume averaged system of each finite element, lower scale 

effects are not explicitly treated. That is, our model is only as good as our mesh is. Secondly, the 

subsurface region that we most care of is variably saturated. The fully saturated zone and partially 

wetted zone should therefore be treated separately in both transport and geochemical reactions. 

However, although the influence of saturation have long been discussed and treated in transport 

processes (Goldberg and Higuchi, 1969; Goldberg et al., 1967), it is still clear that how saturation 

conditions affect geochemical reactions and key assumptions on how kinetic rates depends on 

saturation must be made (Xu et al., 2000). Thirdly, it is important to define “solute” as only the 

chemical species that is non-colloid, which means, the concentration of solute should only be 

measured after the sample passes filters of certain threshold, e.g. 45 µm. Therefore, some of the 

data retrieved from literature or field measurement should be used with caution since it is possible 

certain “concentration” measurements contain both solute and colloid. In addition, forests uptakes 

(Douglas et al., 1992), roots respiration (Dobrowolski et al., 1990), even worms’ and animals’ 

activities (Jordan et al., 1997) contributes to the dynamics of shallow water and its chemistry. 

Such “higher order” interactions are generally inadequately formulated.  
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In this work, we developed the code RT-Flux-PIHM that integrates a multi-component 

reactive transport module (RT) with Flux-PIHM (Shi et al., 2013b), the distributed hydrological 

model Penn State Integrated Hydrological Model (PIHM) with a land surface module adapted 

from the Noah Land Surface Model (LSM). The reactive transport module enables the simulation 

of geochemical reactions including mineral dissolution and precipitation, redox reaction, surface 

complexation, cation exchange and aqueous complexation. Combined with the capability of Flux-

PIHM in simulating hydrological and land surface processes, the RTM module in RT-Flux-PIHM 

expands our capabilities to simulate the closely coupled hydrogeochemical processes. This model 

was evaluated for the Susquehanna Shale Hills watershed (0.08 km2), a National Science 

Foundation (NSF) Critical Zone Observatory (SSHCZO). SSHCZO has been established to 

advance critical zone understanding with extensive field measurements and simulation works 

(Brantley et al., 2006; Duffy et al., 2009). In particular, data collected in SSHCZO has facilitated 

the conceptual framework that takes into account major hydrogeochemical processes at the site 

(Jin et al., 2011a). The capabilities developed through RT-Flux-PIHM will provide insights on the 

spatially-explicit hydrogeochemical dynamics in the watershed.  

By matching the field observation and studying the spatial-explicit hydrogeochemical 

dynamics in this watershed, we identify the key hydrological and geochemical controls on 

selected solute concentrations in the field and in the stream. Prior to this work, many researches 

have developed models to explain the controlling mechanisms of solute concentration in stream 

water. E.g. for non-reactive species chloride, Stallard and Murphy explained the slightly dilution 

behavior of chloride concentration discharge relationship (Stallard and Murphy, 2014) based on 

End-Member mixing analysis (EMMA) (Hooper et al., 1990) and concluded that the CQ of 

chloride is controlled primarily by the repeated mixing of rainwater and soil water reservoir. 

Kirchner found that the chemostatic CQ relationship could arise from a special type of water 

residence time distribution that is corresponding to the field scale advection dispersion process if 
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the dispersivity is at the scale of the hillslope length (Kirchner et al., 2000, 2001). For reactive, 

weathering-derived elements, Stallard and Murphy suggested that the stream concentration is 

weighted average of the concentration of soil water, which is a product of weathering and the 

rainfall deposition (Stallard and Murphy, 2014). Maher et al. further noted that the stream solute 

concentration for weathering elements capped by the thermodynamic limit of the weathering 

reaction and is regulated by hydrological activities. Damkohler number could be used in the latter 

case to quantify the competition between removal of product by flux and generation of elements 

by reaction and to predict stream solute concentration (Maher and Chamberlain, 2014). Jin Lixin 

et al. speculated that cations in stream water and soil water are likely controlled by the cation 

exchange reaction that is prevalent in soils (Jin et al., 2011a). Godsey and her colleagues used a 

permeability-porosity-aperture model to explain the chemostasis of cations by assuming an 

exponential decrease of porosity, permeability and fracture aperture along depth  (Godsey et al., 

2009).  

 In recent years, there has been an ongoing discussion on how watershed hydrological 

connectivity impacts the generation of runoff and controls the solute transport as the small 

watershed responds to rainfall and snowmelt events (Jencso et al., 2009; McGuire and 

McDonnell, 2010; Western et al., 2004). Based on field observations, Herndon et al. (2015) 

argued that concentration of solutes that is not bio-active is homogeneous across the watershed 

and the concentrations of bioactive solutes is heterogeneous and correlate to the distribution of 

organic matters. The stream drains different water pools in different seasons due to changes in 

hydrological connectivity, which controls the solute concentration discharge relationship 

(Herndon et al., 2015).  
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Based on these existing models and conceptual models, we intend to use RT-Flux-PIHM 

as process-based modeling effort that integrates different processes while at the same time can 

separate and interrogate the importance of each mechanism.  

 Chapter 2 contains a discussion on the coupled problem, the numerical methods to solve 

the governing equations for the coupled system. Chapter 3 is an application of this model at Shale 

Hills watershed. Chapter 4 discusses the watershed characteristics that control the solute 

concentration discharge relationship, using chloride as an example of non-reactive species. Some 

of the chapters are parts of submitted manuscripts and have been heavily edited by co-authors. 

Chapter 5 gives the summary of current work. Chapter 6 is a discussion on future works. Details 

on the algorithm, the code and the usage of this code are provided in appendix. 
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Chapter 2  
 

 Development of RT-Flux-PIHM 

Abstract 

We developed RT-Flux-PIHM, a code that augments existing simulation capabilities of 

hydrological processes (PIHM) and land-surface interactions (FLUX) by adding a multi-

component reactive transport module (RT) that simulate geochemical processes including 

aqueous complexation, surface complexation, mineral dissolution and precipitation, and cation 

exchange. The code was verified against the widely-used reactive transport code CrunchFlow. 

We demonstrate the use of RT-Flux-PIHM by applying it to understand the hysteresis of 

concentration and discharge relationship of the non-reactive tracer chloride and the reactive 

magnesium during a large rainfall event in the Susquehanna Shale Hills Critical Zone 

Observatory (SSHCZO). The results show the significant role of a large rainfall event in flushing 

out and exporting the chemicals out of the watershed. Ion exchange offers buffering capacities 

and maintains relatively constant Mg concentration in the stream outlet.  RT-Flux-PIHM offers 

unprecedented capabilities of carrying out virtual experiments at the watershed scale to 

understand key controls of hydrogeochemical processes in a spatially-explicit manner.  

1. Introduction  

Hydrological and geochemical process dynamics at the watershed scale is complex. 

Surface hydrologic processes partition rainwater into atmosphere, plants, surface water (river), 

and subsurface water reservoirs (soil and ground water) (Brooks et al., 2015). The water 

movement in soils and shallow groundwater drives abiotic reactions including mineral dissolution 

and precipitation and surface and aqueous complexation and biotic reactions such as soil carbon 
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decomposition, ultimately exporting reaction products out of the watersheds (Jin et al., 2010). 

The interactions between hydrological and geochemical processes modify water chemistry, which  

are important indicators of water quality (Kirchner and Neal, 2013), chemical weathering rates 

(Gaillardet et al., 1999; Navarre-Sitchler and Brantley, 2007; White, 1995), biogeochemical 

activities (Boyer et al., 1997), and  elemental cycling (Kump et al., 2000).  

Hydrogeochemical dynamics at the watershed scale, however, has been a long-standing 

puzzle. For example, efforts of explaining concentration and discharge relationship date back to 

about half a century ago where a working model was proposed to explain 4 decades of stream 

chemistry data (Cl) from the Hubbard Brook forest in New Hampshire (Johnson et al., 1969). 

More than 3 decades later, the “rapid mobilization of old water”, the fact that streamflow 

responds rapidly to the size of the rainfall while the concentrations of some chemicals are barely 

responsive, is still not well understood (Godsey et al., 2009; Kirchner, 2003). Understanding 

complex interactions between water, energy, and fluxes at the watershed scale requires an 

integrated framework and a systematic view of process coupling. Such integration tools require 

efforts across hydrology, hydrogeology, and biogeochemistry (Duffy et al., 2014).  

In subsurface biogeochemistry, multi-component Reactive Transport Models (RTMs) 

originated in the 1980s (Chapman, 1982; Chapman et al., 1982). RTMs couple flow and transport 

calculation within a full geochemical thermodynamic and kinetic framework (Steefel et al., 

2015), therefore enabling explicit tracing of spatial and temporal evolution of biogeochemical 

species in fluid and solid phases. Built upon the theoretical framework for reaction 

thermodynamics and kinetics (Lichtner, 1985, 1988), RTM development took gigantic stride in 

the 1990s showcasing the emergence of various RTM codes that become extensively used in the 

past decades (Bethke, 1996; Hammond et al., 2014; Lichtner et al., 1996; Mayer et al., 2002; 
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Ortoleva et al., 1987; Steefel and Lasaga, 1994; Van Cappellen and Wang, 1996; White and 

Oostrom, 2000; Xu et al., 1999; Yeh and Tripathi, 1989).   

RTMs have been used across a diverse array of environments involving both porous and 

fractured media (as reviewed in MacQuarrie and Mayer, 2005; Steefel et al., 2005). They have 

simulated a wide range of processes, including flow, solute transport, mineral dissolution and 

precipitation, ion exchange, surface complexation, as well as biotic processes such as microbe-

mediated redox reactions, biomass growth and decay. Such models have been applied to 

understand processes on various topics, including chemical weathering (Bolton et al., 1996; 

Brantley and Lebedeva, 2011; Maher et al., 2009; Moore et al., 2012), biogeochemical cycling in 

coastal marine sediments (Dale et al., 2008; Krumins et al., 2013; Regnier et al., 1997),  

environmentally biostimulation (Druhan et al., 2012; Li et al., 2010; Yabusaki et al., 2011), 

natural attenuation (Liu et al., 2008; Mayer et al., 2001), geological carbon sequestration (Atchley 

et al., 2013; Brunet et al., 2013; Navarre-Sitchler et al., 2013; Tutolo et al., 2015; Xu et al., 2003), 

nuclear waste storage (Saunders and Toran, 1995; Soler and Mader, 2005), and energy production 

(Audigane et al., 2007; Qiao et al., 2015). RTM studies have so far mostly focused on process at 

spatial scales from pores (Fang et al., 2011; Kang et al., 2006; Li et al., 2008; Molins et al., 2014; 

Scheibe et al., 2015) to field scales at tens  of meters (Li et al., 2011), and  more recently at the 

watershed or catchment scale of hundreds of meters (Beaulieu et al., 2011; Beisman et al., 2015; 

Navarre-Sitchler et al., 2013). Regional scale RTMs have recently been linked to global 

vegetation models to understand the role of climate change in controlling weathering over periods 

of 100 to 103 years (Goddéris et al., 2013; Godderis et al., 2006; Roelandt et al., 2010). 

The hydrology community, on the other hand, has utilized distributed models for more 

than five decades to understand hydrological processes including rainfall infiltration, runoff, 

surface water and subsurface water interactions, snow melting, and river hydrodynamics (Abbott 
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et al., 1979; Abbott et al., 1986; Beven, 1989; Freeze and Harlan, 1969; Gan et al., 2006; James, 

1972; Jarboe and Haan, 1974; Kumar et al., 2009; McDonnell et al., 2007; Qu and Duffy, 2007b; 

Quinn et al., 1991; Singh, 1995; Therrien et al., 2010; VanderKwaak and Loague, 2001). With the 

integration of surface energy balance, recent introduction of land surface processes into 

hydrological models marks a new advance toward more accurate representation of 

evapotranspiration (Maxwell and Miller, 2005; Shi et al., 2013). Solute and water quality models 

have been developed as add-ons to hydrological models to understand environmental impacts of 

contaminants (Arnold and Soil, 1994; Donigian Jr et al., 1995; Santhi et al., 2001). These models 

use empirical and simplified correlations and do not incorporate physics-based multi-component 

reaction network and rigorous reaction thermodynamics and kinetics representations (Davison et 

al., 2014).  

Although multi-component reactive transport has recently started to be coupled with 

large-scale hydrological processes (Beisman et al., 2015; Yeh et al., 2006), a full integration 

among land surface interactions, surface and subsurface hydrological processes, and multi-

component reactive transport is still lacking. Here we develop the code RT-Flux-PIHM that 

integrates a multi-component reactive transport module (RT) with Flux-PIHM (Shi et al., 2013), 

the distributed hydrologic model Penn State Integrated Hydrological Model (PIHM) (Qu and 

Duffy, 2007a) with a land surface module adapted from the Noah Land Surface Model (LSM) 

(Figure 1). The reactive transport module includes mineral dissolution and precipitation, surface 

complexation, cation exchange and aqueous complexation. The process integration can be used to 

identify important processes and to elucidate dominant controls of watershed process dynamics. 

Flux-PIHM and for RT model, followed by the numerical schemes employed in the RT model.  
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Figure 2-1 Processes included in RT-Flux-PIHM. Flux-PIHM simulates the hydrological 
and land surface dynamics (precipitation, canopy interception, infiltration, recharge, 
overland flow, subsurface lateral flow, river flow, and surface energy balance) at the 
watershed scale using the finite volume method. The RT module takes the water output 
from Flux-PIHM and simulates the multi-component reactive transport processes, 
allowing hydrological and geochemical coupling. The discretized mesh structure for the 
Susquehanna Shale Hills Critical Zone Observatory (SSHCZO) is depicted at the bottom. 
Geochemical processes, including mineral dissolution and precipitation, ion exchange, 
surface complexation, and aqueous complexation, are included in the RT module. 

 

2. Development of RT-Flux-PIHM 

 

2.1 Model Structure Overview 

 RT-Flux-PIHM discretizes the simulation domain into unstructured prismatic elements, 

which allows the accurate representation of the watershed topography and boundaries. Detailed 
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processes and equations of Flux-PIHM are in literature (Qu and Duffy, 2007a; Shi et al., 2013) . 

Here we briefly discuss the key aspects that are important to understand the rest of the paper. 

 

Figure 2-2 Input, output, and process coupling within RT-Flux-PIHM. The Flux-PIHM 
module solves the hydrological and land surface dynamics. The RT module reads flow 
and water distributions from Flux-PIHM and specified initial chemistry of water and solid 
phases, and outputs the spatial and temporal evolution of aqueous and solid phase 
compositions based on the hydrological conditions and geochemical thermodynamics 
and kinetics. 

RT-Flux-PIHM contains three modules: The Noah LSM (the surface heat flux module), 

PIHM, and RT (Figure 2-2). The Noah LSM is the land-surface module that solves energy 

balance at the land surface (Chen and Dudhia, 2001; Shi et al., 2013). It simulates surface heat 

fluxes (sensible, latent, and ground heat fluxes), canopy water balance, internal soil heat and 

moisture fluxes, and snow processes. When coupled with PIHM, the net precipitation, soil 

evaporation, and transpiration calculated by Noah feed into PIHM for the calculation of surface 

and groundwater interactions (surface runoff, infiltration, recharge, subsurface lateral flow, 

channel routing) (Figure 2-2). The Noah LSM and PIHM are closely coupled in Flux-PIHM. The 

RT module uses the water distribution and flow rates from Flux-PIHM and solves the Advection 

Dispersion Reaction (ADR) equations for the spatial and temporal evolution of aqueous and solid 

phase composition. The alteration in aqueous and mineralogical composition is assumed to have 

negligible impacts on hydrological processes at the time scale of months to years. RT component 
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typically takes larger time steps than the Flux-PIHM component.  Flux information is stored and 

averaged before each RT time stepping.  

The current coupling strategy maintains mass balance in both surface and subsurface 

processes for water and chemical species. Momentum is conserved in subsurface processes where 

Darcy’s law or Richard’s equation governs the flow dynamics. In surface hydrological processes, 

approximation is used therefore momentum is not strictly conserved (Qu and Duffy, 2007). 

Energy balance is achieved in the soil up to 200 cm deep by considering the vertical heat 

conduction within each prismatic element (Shi et al., 2013). 

To physically simulate these dynamic processes, multiple types of input data are required, 

as shown in Figure 2-3. Flux-PIHM takes in watershed characteristics, initial conditions and 

boundary conditions, and time-series forcing data. Watershed characteristics include topography 

(e.g., soil depth, surface elevation), soil properties (e.g., soil type, soil hydraulic conductivity, 

porosity, macropore conductivity, Van Genuchten parameters), and vegetation properties (e.g., 

land cover type, rooting depth, maximum stomatal resistance) (Shi et al., 2013). Watershed initial 

and boundary conditions include the initial water distribution, soil temperature, land surface 

temperature, water table depth, snow cover, canopy storage and watershed boundary fluxes. Time 

series forcing data include precipitation, air temperature, relative humidity, wind speed, 

downward solar radiation, downward longwave radiation, surface air pressure and leaf area index 

(LAI). RT takes in the geochemical characteristics of rainwater, soil water, soil, as well as the 

thermodynamics and kinetics of geochemical reactions. A set of control and calibration files are 

required to facilitate the history matching using the global calibration coefficient approach 

(Pokhrel and Gupta, 2010).  
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Figure 2-3. RT-Flux-PIHM is a data-intensive model intended to investigate the multi- 
physics interactions at watershed scale. Five types of input files are required: initial 
conditions, boundary conditions, static inputs, forcing data and calibration files. In 
additional to data required by Flux-PIHM, RT module need initial geochemical conditions, 
reaction network, geochemical database, and forcing chemistry to simulate the 
geochemical processes. 

2.2 The Land-surface Module Noah Land Surface Model 

The Noah LSM implemented in Flux-PIHM includes the Penman potential evaporation 

scheme (Mahrt and Ek, 1984), a multiple-layer soil model (Mahrt and Pan, 1984), the canopy 

model (Pan and Mahrt, 1987), the canopy resistance model by Noilhan and Planton (1989) and 

Jacquemin and Noilhan (1990). Here we present the formulations for soil temperature, 

evapotranspiration, and net precipitation in the Noah LSM, which interact with PIHM and RT. 

Details of the Noah LSM and the coupling between the Noah  LSM and PIHM can be found in 

literature (Chen and Dudhia, 2001; Shi et al., 2013). 
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The Noah LSM solves the soil temperatures Ts at four vertically discretized soil layers 

(0~10 cm, 10~40 cm, 40~100 cm, 100~200 cm) in each prismatic finite volume:  
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where Θ is the soil water content [m3 m-3], T is the soil temperature [Kelvin] and z is the depth of 

soil [m]; the volumetric heat capacity C [J m-3 K-1] and the thermal conductivity Kt [W m-1 K-1] 

are both functions of volumetric soil water content and also depend on the  heat capacity of water, 

soil and air (Pan and Mahrt, 1987).  The total evapotranspiration E is given by 

E = Esoil + Ec + Et ,                                                            (2) 

where Esoil is the evaporation from soil, Ec is the evaporation from canopy interception, and Et is 

the canopy transpiration, all in unit of [W m-2)]. The soil evaporation is formulated as 
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where Ep is the potential evapotranspiration [W m-2] calculated using the modified Penman 

potential evaporation scheme (Mahrt and Ek 1984), σf is the vegetation fraction [m2 m-2], Θref is 

the soil field capacity [m3 m-3], Θw is the soil wilting point [m3 m-3], and the soil evaporation 

coefficient fxs = 1. The canopy evaporation is calculated as 

Ec =σ f
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where  hv is the storage of canopy interception [m3 m-2], hvmax is the maximum canopy 

water capacity [m3 m-2] which is a function of leaf area index (LAI), and the canopy evaporation 

coefficient fxc = 0.5. 

The canopy transpiration is determined by 
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1σ ,                                                 (5) 

where Bc is a function of canopy resistance that is affected by solar radiation, vapor pressure 

deficit, air temperature, and root zone soil moisture. 

The dripping rate from the vegetation is calculated by: 

max
max
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⎧ ⎫∈⎪ ⎪⎪ ⎪
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−⎪ ⎪+ ∈ ∞
⎪ ⎪Δ⎩ ⎭                       

(6) 

 where D is the dripping rate [m3/(m2 s)]; kD is the reference dripping rate [m3/(m2 s)]; 

parameter b is a fitting parameter. 

 The net precipitation (precipitation not intercepted by the canopy) is: 

                                         Dpp fnet +−= )1( σ                                                    (7) 

 where p is the total precipitation on the model grid [m3/(m2s)]. 

2.3 The Hydrological Module PIHM 

PIHM solves for three principal unknowns that describe the water distribution in each 

prismatic element: water storage at surface hs [m3/m2] (water that builds upon land surface and 
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forms overland flow), water storage in the unsaturated zone hu [m3/m2], and water storage in the 

saturated zone hg [m3/m2], where each storage volume is normalized by the base area of the 

prismatic element. The surface water storage in element i depends on flow rates in and out of the 

element i: 

 
dhs,i
dt

= pnet − qinfiltration − Esoil − qs,ij
j=1,Ni ,1

Ni ,3

∑  (8) 

where the rates of net precipitation (pnet), infiltration from land surface to unsaturated 

zone (qinfiltration), evaporation from soil (Esoil) if surface water is present, and lateral surface flow 

from element i to j (qs,ij) are all normalized by the base area of the finite element [m3/(m2 s)]. Ni,1~3 

is the index of the neighboring elements of i. The flux rates pnet and e are computed in the land 

surface module (Noah LSM) while qs,ij is calculated based on a diffusion wave approximation of 

the 2D St. Venant equation (Gottardi and Venutelli, 1993). The surface water determines the 

amount of overland flow.  

Water storage in the unsaturated and saturated zones of element i are  calculated as 

follows: 

θ
dhu,i
dt

= qinfiltration − qrecharge − Esoil − Et                                           (9) 

and 

                                          
(10)

 
θ
dhg ,i
dt

= qrecharge − qbedrock − qg ,ij
j=Ni ,1

Ni ,3

∑
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where θ is the porosity [m3
 pore space /m3 porous medium]; qrecharge is the area-

normalized recharge rate into the saturated zone, Esoil is soil evaporation if surface water is absent 

and  Et is the transpiration of canopy from unsaturated zone, qbedrock is the downward flow rate 

into bedrock [m3/(m2 s)],  although qbedrock is considered zero in the model; qg,ij is the area 

normalized lateral flow rate [m3/(m2 s)] from element i to j  in the saturated zone, which is 

calculated using Darcy’s law. The soil evaporation term Esoil is subtracted from surface water if 

surface water is present (Eq.8). Otherwise, it will be taken from the soil unsaturated zone.  In the 

unsaturated zone, lateral flow rates are assumed to be zero and only vertical flow occurs, a 

common assumption for flow in the unsaturated zone (Zhu et al., 2012). The division between the 

unsaturated and saturated zone essentially represents the hydrological dynamics in the soil layer 

where water is sometimes sufficient to saturate surficial layers, allowing horizontal flow 

(interflow) to the stream. Within each element, the saturated and unsaturated zones are divided by 

the (perched) water table in the soil layer. Because the position of the water table is variable in 

time and space, so are the thicknesses of the saturated and unsaturated zones. Flux-PIHM 

assumes a zero flux boundary condition at the top of the bedrock. Recharge and infiltration are 

calculated based on steady-state Richard’s equation (Duffy, 2004). An integration over the 

unsaturated zone using the Van Genuchten type soil moisture characteristic is performed to 

simplify the calculation of recharge and infiltration (Qu and Duffy, 2007a; Van Genuchten, 

1980). Macropore flow (vertical and horizontal) is simulated from the land surface to a 

predefined macro pore depth (Beven and Germann, 1982; Shi et al., 2013).   

2.4 Reactive Transport Processes in RT 

Reactive transport equations. The RT module solves the mass conservation equations for 

chemical species in the water phase in the subsurface. It considers advective and dispersive 

transport and geochemical reactions using the finite volume method (Xu et al., 2006). Chemical 
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reactions include equilibrium-controlled and kinetically controlled reactions. In this work, 

equilibrium-controlled reactions include aqueous complexation, cation exchange and surface 

complexation while mineral dissolution and precipitation are considered as kinetically controlled. 

This leads to a natural partitioning into primary (basis) species that are the building blocks of the 

chemical system and secondary species whose concentrations are calculated from primary species 

concentrations using laws of mass action for equilibrium-controlled reactions (Lichtner, 1985).   

 Following the classic reactive transport formulation, advection dispersion reaction (ADR) 

equations are written only for the primary species (basis set) (Lichtner, 1996; Steefel and Lasaga, 

1994; Yeh and Tripathi, 1989). An example equation is shown here for one of the np primary 

chemical species m in a subsurface element i:  

    

(11) 

where Sw is water saturation [m3 water /m3 pore space]; V is the total volume of the 

element i;  Cm is the aqueous concentration of m [mol /m3 water]; Aij is the grid interface area 

shared by element i and j; Dij is the norm [m2/s] of combined dispersion / diffusion tensor normal 

to the shared surface; Ai is the base area of element i; qij are the normalized flow rates across the 

shared surfaces [m/s], which are also the right hand side terms in equation 10, 11 and 12, 

including lateral flow rates, recharge rate and infiltration rate; Ni,x is the indices of the elements 

sharing surfaces with element i. Values of x is 2 for unsaturated zone (infiltration, recharge) and 

is 4 for saturated zone (recharge plus three lateral flow directions)). Here Rm is the total rate of 

kinetically-controlled reactions with species m and can be a summation of rates from multiple 

reactions that involve m [mol /(m3 s)]; SSm is the additional total sinks or sources [mol /s]. This 

can include chemical species entering or leaving a finite volume through rainfall, dust deposition, 

∂
∂t
(SwθVCm )− (−AijDij∇Cm + AiqijCm )−VRm − SSm = 0

j=Ni ,1

Ni ,x

∑ , m =1,...,np
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snowfall, and groundwater influx into the stream. In equation (11), Sw = 1 for saturated zone and 

Sw< 1 for unsaturated zone. 

Each prismatic grid block have unsaturated and saturated layer in the soil zone that is 

divided by the transient water table. The porous medium volume of each layer could be written as 

a function of water storage in the Flux-PIHM convention: 

                                                    (12) 

Assuming constant porosity we can further write the above equation (11) into equations 

for the unsaturated zones: 

                        (13) 

And for the saturation zone: 

                     (14) 

These two equations therefore handle the moving boundary between unsaturated zone 

and saturated zone within each prismatic soil column. Adding these two equations also yields the 

mass conservation of the entire prismatic element.  

V =
huAi / Sw , unsaturated zone

hgAi ,   saturated zone           

!

"
#

$
#

θΔ(huCm )
Δt

= (−
Aij
Ai
Dij∇Cm + qijCm )+

huRm
Sw

+
j=Ni ,1

Ni ,3

∑ SSm
Ai

θΔ(hgCm )
Δt

= (−
Aij
Ai
Dij∇Cm + qijCm )+ hgRm +

SSm
Aij=Ni ,1

Ni ,4

∑
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Reaction rate laws. For kinetically-controlled mineral dissolution and precipitation reactions, the 

rates are calculated based on the Transition State Theory (TST) (Helgeson et al., 1984; Lasaga, 

1984): 

(1 )k k k
eq

IAPR A k
K

= −
                                                

(15)
 

 Here Rk is the rate of mineral k (mol/(m3 s)), Ak is the surface area of mineral k per 

volume of porous media [m2/m3] that is reacting at any given time; kk is the intrinsic rate constant 

[mol /(m2 s)]; IAP is the ion activity product for the reaction and Keq is the equilibrium constant. 

The mineral surface area in the unsaturated zone is strongly affected by soil moisture (Clow and 

Mast, 2010). Here we assume this area depends on Sw raised to a power of n: 

 0 n
k k wA A S=                                                           (16) 

 Here Am
0 is the mineral surface area per volume of porous media under saturated 

conditions. Under unsaturated conditions the water tends to wet the surface everywhere but the 

water films do not flow and the surface area therefore assumes those films are at chemical 

equilibrium and are not experiencing net reaction. Note that for the same reaction rate Rk, the 

increase of reaction product concentration over time in the unsaturated zone will be 1/Sw times 

higher than in the saturated zone. If we assume Rk decrease proportionally to Sw
n, then the 

increase in product concentration in unsaturated zone will be the same as, smaller than or larger 

than in the saturated zone when n = 1, n<1 and n>1, respectively.  So depending on the value of 

this exponent, product concentration in the unsaturated may accumulate at different paces 

compared to the saturated zone. In this work we use an n value of 2/3 to take into account the 

conversion between volume and area (Mayer et al., 2002). Secondary minerals that have the 
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potential to precipitate out are assigned an initial volume of 10-8 mol/m3 porous media to allow 

the occurrence of precipitation when condition permits. Dissolving minerals are forced to stop 

dissolution when its volume fraction reaches this value.   

Concentrations of dissolved inorganic carbon are calculated using Henry’s law and the 

partial pressure of CO2 in soil gas (Hasenmueller et al., 2013; Jin et al., 2014). Activities are 

calculated using the Debye–Hückel equation (Debye and Hückel, 1923). Surface complexation 

and cation exchange reactions are modeled following the non-electrostatic approach and 

Vanselow conventions, respectively (Dzombak, 1990; Vanselow, 1932).  

2.5 Numerical Implementation 

The RT module follows a sequential non-iterative approach (SNIA) that has been widely 

used (Walsh et al., 1984; Yeh and Tripathi, 1989) and  is efficient in integrating subsurface flow 

simulation with reactive transport algorithms (Jacques et al., 2006). The SNIA is a derivative of 

the operator-splitting method that decouples ADR equation and solves transport and reaction 

steps separately (Xu et al., 1999; Zysset et al., 1994). The transport step is solved using the 

forward Euler method while the reaction step is solved iteratively using the Crank–Nicolson and 

Newton Raphson method. In the reaction step, the local matrices accounting for the mass balance 

of all primary species in each finite volume are assembled and solved using a matrix solver in 

SUNDIALS (Hindmarsh et al., 2005).  

The accuracy of the SNIA approach depends on multiple factors including spatial 

discretization, time stepping, and flow conditions. Performance index (PI) is used to optimize the 

time stepping and to minimize numerical errors and improve convergence. PI is set to be less than 

0.05 for every shared surface between elements to minimize the operator splitting error associated 

with temporal discretization (Jacques et al., 2006; Perrochet and Bérod, 1993):  
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                                                        (17) 

Here  is the time duration in each step. The maximum time step is set to be five 

minutes (Jacques et al., 2006). The use of small PI and maximum time step requires a longer 

computational time however improves the SNIA accuracy.  

In the reaction step, the RT module uses concentrations from the previous time step as the 

initial guess to iteratively solve for the concentration of the current time step. The spatial 

heterogeneity in hydrological processes can cause significant non-convergence problems. For 

example, the flow rates between two neighboring elements can vary from 0.01 to 4000 m3/d. 

When flow rates are fast, time steps are reduced to facilitate convergence. Reducing the time 

steps based on the fastest flow, however, would essentially prevent the model from marching 

forward.  Therefore, sub time step interpolation is used in the fast-flow regime to obtain a closer 

initial guess when non-convergence is encountered. During such interpolation, time step in the 

kinetic reaction solver for a particular gird block is continuously decreased until a convergence is 

reached. Then the solver proceeds to solve for chemical concentrations using the reduced time 

step until it catches up to the time step of the flow field. Numerical dispersion is also a serious 

concern for large-scale transport simulations with large grid blocks and fast flow dominated by 

convection (Li and Duffy, 2012). A total variation diminishing technique (TVD), which is third-

order accurate in smooth regions, is used to reduce the extent of numerical dispersion (Gupta et 

al., 1991).  

The typical mesh size in RT-Flux-PIHM is between10 and 100 m. RT-Flux-PIHM is 

designed to be conceptually simple and computationally economic. The standalone Flux-PIHM 

component solve for the land surface hydrological processes in the Shale Hills Critical Zone 
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Observatory (SSHCZO) for one year within three hours with one-minute time step on an Intel ® 

Xeon ® CPU E5-2670 @ 2.60GHz. Depending on the complexity of the reaction network, the 

intensity of the external forcing and source, the time required for RT-Flux-PIHM simulation for 

one year vary between four hours to several days. The time step for Flux-PIHM component is by 

default set to one minute. The maximum time step for RT component is by default set to five 

minute. The RT component adaptively adjusts its time step during simulation so the maximum 

time step user specifies is only suggestive.  

3. Model Verification 

 To verify the implementation of RT, we compared its solutions to the extensively used 

reactive transport code CrunchFlow under a variety of flow and reaction conditions (Steefel and 

Lasaga, 1994). Results from RT and CrunchFlow for a one dimensional column experiments 

packed with calcite grains undergoing acidic solution injection are compared. The setup of the 

column, initial and inlet condition are summarized in Table 2-1. The kinetic reaction is calcite 

dissolution. Magnesium participates in ion exchange. Sodium and chloride are considered as 

conservative tracers. Bicarbonate acid serves as a buffer in the injected solution. Secondary 

species simulated are OH-, CO3
2-, CO2(aq). In total, six primary species, three secondary species 

(and three aqueous complexation reaction), one kinetic reaction and one adsorption reaction were 

simulated.  

In the first case, we show an advection-only case by setting very small diffusion 

coefficient (1.0×10-20 cm2/s) and dispersivity (1.0×10-20 m). Such an advection-only case will test 

the ability of the code to capture the sharp concentration front. In CrunchFlow, the OS3D mode is 

best suited to model advection-only problems. In RT module, the total variation diminishing 

(TVD) option is used to capture sharp fronts. In the second case, we include diffusion and 
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dispersion processes to test the code’s ability to model solute transport. All other conditions are 

same as the first case except that diffusion coefficient is 1.0×10-5 cm2/s and dispersivity is 0.1 m 

(Gelhar et al., 1992). 

Table 2-1 Reactions and thermodynamic and kinetic parameters (Wolery, 1992) 

Aqueous speciation log10Keq   
H+ + HCO3

- == CO2(aq) + H2O 6.34   
HCO3

-  == H+ + CO3
2- -10.33   

H2O == H+ + OH- -13.99   

Ion exchange log10Keq  
Site density 
(mol/m2) 

>SOMg+ + H+ == >SOH + Mg2+ 3.40  1×10-4 

Kinetic reactions log10Keq 
log10k 
(mol/m2/s) 

Specific surface 
area (SSA, m2/g) 

Calcite + H+== Ca2+ + HCO3
- 1.85 -9.19 0.01 

 

Table 2-2 Simulation Conditions  

Darcian flux m/day 2.00 Primary species 6 
porosity 

 
0.40 Mineral 1 

Cementation exponent 
 

1 Secondary species 3 
Total column length m 10.00 Ion exchange 1 
Grid size m 0.10 Kinetic Reactions 1 
Number of cells  100   

 

Table 2-3 Chemical conditions 

Conditions inlet initial 
Aqueous Unit: (M) Unit: (M) 
Na+ 1.00×10-7 1.00×10-3 
Ca2+ 5.00×10-3 1.00×10-7 
HCO3

- 1.00×10-2 1.00×10-7 
pH 4.00 7.00 
Cl- 3.00×10-3 1.50×10-3 
Mg2+ 2.00×10-3 1.00×10-7 
Mineral Volume fraction Volume fraction 
Calcite 0.00 0.10 
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Figure 2-4. Comparison of results from RT and CrunchFlow. A: spatial distribution of 
solutes on day 2 (half residence time) for advection-only case. B: breakthrough curves 
(BTC) for advection-only case. RT and CF generated almost identical results except for 
slight difference at the sharp concentration front. Magnesium originally in the column 
was all adsorbed onto surface sites so no magnesium broke through at the outlet before  
1.9 days. The sharp front suggests good remediation of numerical dispersion. C: spatial 
distribution of solutes on day 2 in the case with advection, diffusion and dispersion. D: 
breakthrough curves for the case with advection, diffusion and dispersion. RT and CF 
generated essentially identical solutions in both cases.  

 For the advection-only case, both codes successfully capture the sharp concentration 

fronts produced by advection. Solutions from RT and CrunchFlow have relative differences of 

less than 10-8 in the smooth regions and relative differences in the order of <10-4 at the sharp 

front. For the second case with diffusion and dispersion, solutions from the two codes are almost 

identical with relative error less than 10-8 everywhere. The similar breakthrough curves for 
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magnesium in RT and CrunchFlow suggests that RT can simulate ion exchange reactions 

accurately. 

4. Model Demonstration 

 In the section we demonstrate the application of RT-Flux-PIHM in SSHCZO, a V-

shaped, first order watershed in central Pennsylvania (Brantley et al., 2006; Duffy et al., 2009; Qu 

and Duffy, 2007a).  We discuss the model set-up first and then the hydrological and geochemical 

reaction coupling during a large rainfall event. We focus on the dynamics of water content, the 

non-reactive tracer Cl mostly originated from the rainfall, and a reactive species Mg derived from 

clay dissolution in the watershed. For reactive transport, we compare two cases here. In one case, 

Mg dissolves from chlorite however does not participate in ion exchange (w/o CEC). In another 

case, Mg also participates in ion exchange reactions (w/CEC). The discussion is kept relatively 

brief to illustrate the salient capabilities. More detailed application and illustration are shown in 

the companion paper (Bao et al., 2016).  
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Figure 2-5. Spatial distribution of key topographic and soil properties in SSHCZO based 
on extensive field surveys and existing modeling work calibrated by using multivariate 
field measurements. A: depth to bedrock [m]; B. surface elevation [m]; C: identified soil 
series; D: Zones of different geochemical initial conditions assigned based on field 
measurements (Jin et al., 2010). 

Model setup. RT-Flux-PIHM allows watershed initialization with spatial heterogeneities in both 

physical and chemical properties. Extensive field surveys have provided spatial distribution of the 

topographic and hydrological properties (Jin et al., 2010; Lin, 2006; Ma et al., 2010). In this 

work, we use the spatial distribution of measured soil thickness, soil elevation, soil series and 

mineralogy from previous work (Jin and Brantley, 2011; Jin et al., 2010; Lin, 2006), as shown in 

Figure 2-5. Prior to this work, the hydrological parameters for hydrological land surface 

processes have been carefully calibrated using multiple field measurements (discharge, soil 

moisture, water table depth, and surface heat fluxes) in 2009 (Shi et al., 2013).   

 As discussed before, chloride is a non-reactive tracer originated from atmospheric 

deposition. Chlorite dissolution in the shallow regolith releases magnesium (Jin et al., 2014). 

Magnesium also participates in cation exchange reaction (Jin et al., 2010). The surface reactions 

and its thermodynamic and kinetic parameters are shown in Table 2-4. The primary species here 

is the H+, HCO3
-, and cations derived from chlorite dissolution. Aqueous complexation reactions 

are considered here with the secondary species being OH-, CO2(aq), CO3
2-, MgCO3(aq), MgCl+, 

and MgHCO3
+.   

Table 2-4 Reactions and reaction thermodynamics and kinetics 

Chlorite dissolution        log10Keq log10k 

(mol/m2/s) 

Specific 
surface area 
(SSA, m2/g) 

(Fe0.24Mg0.38Al0.38)6(Si0.07Al0.93)4O10(OH)8 (s) 
(chlorite)+ 5.72 H4SiO4 (aq) + 4.56 H+ à 1.44 
FeOOH(s) + 2.28 Mg2+ + 3Al2Si2O5(OH)4 (s) + 11 
H2O 

38.8 -12.5a 0.01 

(1.1~7.7)a 

Cation exchange reactionf    
X2Mg  + 2H+ó >2HX + Mg2+          0.50b   
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a: values in brackets for comparison from (Aylmore et al., 1970; Köhler et al., 2005; 
Köhler et al., 2003) b: derived from (Jin et al., 2010) using Vanselow convention 
(Vanselow, 1932). 
 
Hydrogeochemical dynamics during a large rainfall event. Large rainfall events are expected 

to significantly influence reactions and  transport in the watershed (McGuire and McDonnell, 

2010; Torres et al., 2015). Here we simulated the watershed water and geochemical dynamics in 

SSHCZO during a large rainfall event on Oct. 23rd ~ 24th in 2009. The spatial distributions of 

water storages (hu, hg), solute concentrations and mineral dissolution rates are demonstrated in 

Figure 2-6. In general, the topography of the watershed has a large control over the spatial 

distribution of water content and reactions. Higher dissolution rates and more Mg mass on the 

exchange sites occur in areas with converging flow and higher water content, including swales 

and valley floor. During the rainfall event, water storage in both unsaturated and saturated zones 

increased due to the water infiltration and recharge into the unsaturated and saturated zones 

(Figure 2-6 AB). Interestingly, the unsaturated zone water storage quickly restored to its level 

before the rainfall, while the saturated zone sees sustained water storage even after four days of 

the rainfall event, reflecting the slower flow out of the saturated zone.   
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Figure 2-6 At selected time (before, during and after the rainfall event under 
investigation), . A: water storage hu in the unsaturated zone [m3/m2]; B: water storage hg 
in the saturated zone [m3/m2]; C: [Cl] [µmol/L-pore water]; D: chlorite dissolution rate 
[µmol/g-soil/d]; E: [Mg] in pore water for w/ CEC case [µmol/L-pore water]; F: Mg on 
exchange sites, w/ CEC case [µmol/L-pore water]; G: [Mg] in pore water for w/o CEC 
case [µmol/L-pore water].  
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The [Cl] in pore water was relatively high before the rainfall event and dropped quickly 

due to the flush out during the rainfall event (Figure 2-6C). During the rainfall, chlorite 

dissolution rates are in general higher due to the higher water content (Figure 2-6D). The spatial 

distribution of the water content essentially dictates the highs and lows of local dissolution rates. 

For Mg, pore water concentrations remain relatively constant in the case with cation exchange 

reaction while Mg on exchange site decreases during the rainfall (Figure 2-6EF). The soil surface 

has much more Mg than in pore water and serves as a large buffering reservoir.  In the case 

without ion exchange (w/o CEC), the relatively higher Mg pore water concentration before the 

rainfall dropped quickly and was much more responsive to the rainfall event. The depletion of Mg 

due to rainfall is much more pronounced without the buffering capacity of ion exchange (Figure 

2-6G).  

 

 

Figure 2-7. Predicted discharge, concentrations, and fluxes as a function of time during a 
large rainfall event on oct. 24, 2009. A: discharge and [Cl], [Mg] (w/ CEC and w/o CEC) 
at the stream outlet. B: solute outflux as a function of time. 

 Although discharge increased by more than two orders of magnitude from 51.44 m3/d to 

1.15×104 m3/d, solute concentrations at the stream outlet are surprisingly stable (Figure 2-7A). 

Our model shows that with ion exchange, [Mg] at the stream outlet is stable and even increased 

slightly. This is because the release of Mg from exchange sites compensates for the losses of Mg 

from elevated discharge. In contrast, without ion exchange, [Mg] at the stream outlet dropped to 

approximately half of its pre-rainfall concentration, behaving similarly like [Cl]. As a result, Mg 
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fluxes are highest during the rainfall event with ion exchange, flushing out magnesium that is 

previously on cation exchange sites.  

 

 

Figure 2-8. CQ hysteresis plots from hourly output of RT-Flux-PIHM simulation from Oct. 
22 to 26, 2009, when a large precipitation event occurred on Oct. 24. Black arrows 
indicate the rising limb (arrow pointing to the right) and recession limb (arrow pointing to 
the left).  

Finer temporal resolution in model outputs would allow us to further investigate the 

impact of episodic rainfall events in much greater detail. Here we show the predicted hourly 

output of stream outlet concentration and stream discharge between Oct. 22nd and Oct. 26th 

(Figure 2-8). It has often been observed that concentrations at certain discharge of the rising limb 

(early stage of rainfall) differs from those at the same discharge in a recession limb (late stage of 

rainfall) (Hendrickson and Krieger, 1964; Toler, 1965). This phenomenon, often called hysteresis,  

has been attributed to different arrival times of solute and discharge (Walling and Foster, 1975), 

mixing of different components (Hooper et al., 1990), and  the combination of the two (Evans and 

Davies, 1998).  

Our simulation results show that [Cl] started high in the early stage of the rainfall due to 

the accumulation before the rainfall event. The rainfall flushed out Cl and lowered its 

concentration in the recession limb. The hysteresis at high discharge however is relatively small 

(Figure 2-8A). Only at low discharge of rising and recession limbs [Cl] are very different. 

Magnesium behaves very similarly to Cl when cation exchange is absent, except that it generally 
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has higher concentrations compared to Cl. Neither [Cl] nor [Mg] without ion exchange is restored 

to the pre-rainfall level so no hysteresis loop is formed.  

With cation exchange, Mg exhibited stronger hysteresis loop during the rainfall event. 

The Mg concentration was constantly lower in the rising limb than that of the recession limb at 

any given discharge (Figure 2-8B).  This is because the fast surface runoff with low [Mg] 

concentration reached stream quickly and contributed substantially to the stream outlet during the 

rising limb, such that [Mg] at the outlet is low.  During the recession limb, much of the discharge 

water came from the slower subsurface flow carrying much higher [Mg] released from ion 

exchange, therefore maintaining relatively higher concentration in the stream. The difference in 

the [Mg] concentrations in the rising and recession limbs, however, are relatively small compared 

to the more than two orders of magnitude variation in discharge.  

Cation exchange also led to a restoration of [Mg] to before the rainfall event, therefore 

forming a closed CQ hysteresis loop. This hysteresis loop corresponds to the A3 type defined by 

Evans and Davies (1998). This is a result of higher solute concentrations in groundwater and soil 

water than those in surface runoff. Although we only have two components in our system 

(subsurface water, surface runoff), A3 type hysteresis still occur with cation exchange reaction. 

The role of ion exchange in determining the characteristics of hysteresis loop has rarely been 

discussed in previous studies. 

5. Conclusion 

RT-Flux-PIHM offers a much-needed modeling tool to integrate land-surface 

interactions, hydrological and geochemical processes at the watershed scale. It provides 

capabilities of mechanistic understanding on energy, water, and flux coupling at the watershed 

scale, and identification of key processes and emergence behavior. Here we demonstrate the 

model capability by investigating the chloride and magnesium dynamics during a single rainfall 
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event in SSHCZO. The model shows the spatial distributions of soil weathering are controlled by 

topographic features where flow converges. It also indicates the importance of ion exchange in 

buffering and keeping relatively constant Mg concentrations. The ion storage capacity of 

exchange sites leads to hysteresis of Mg concentration-discharge relationship during the large 

rainfall event. The example shows the potential of using RT-Flux-PIHM as a tool for virtual 

experiments under a variety of topography, hydrological, and geochemical conditions, enabling 

the resolution of long-standing puzzles in watershed hydrogeochemistry.  

6. Numerical Treatment of RTM 

6.1 Mass Action Law 

Although the advection diffusion dispersion equation holds true for any individual 

species that exists in the fluids, the number of total equations to be solved in each control volume 

could be reduced because of the “mass action law”.  

For each individual species: 

∂
∂t
(φVCi )+∇(−D∇(CiΘi )+uCiΘi )+ Ri

eq +Ri
kin( )+ Si = 0               (18) 

Where Req
i is the rate of reaction in chemical equilibrium and Rkin

i is the rate of kinetic 

reaction [mol/s]. In general, if a reaction reaches its equilibrium within a short time, it is 

classified as equilibrium-controlled reaction. For each of the equilibrium-controlled reactions 

simulated in the system, concentration of one chemical species in that reaction becomes a 

function of the concentrations of other species in that reaction and the chemical equilibrium 

constant. Therefore, because of equilibrium-controlled reactions, usually only a fraction of 

chemical species are independent variables. The system with Ntot chemical species could then be 
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represented by Nc independent chemical species plus Nx=Ntot - Nc chemically dependent species 

(Kirkner and Reeves, 1988). We would call the Nc independent chemical species as primary 

species, and other species secondary species. Partitioning between primary species and secondary 

species are not unique. We can have different set of primary species/ secondary species 

combination for the same problem. 

If a secondary species is generated by equilibrium controlled reactions: 

1
( 1,... )

cN

i ij j x
j
v A i NA

=

⎯⎯→ =←⎯⎯∑
                                (19)                 

Where Ai and Aj is the chemical formula of the primary and secondary species in the 

reaction; vij is the stoichiometry coefficient of the species in this reaction. For each equilibrium-

controlled reaction, we can then write the Mass Action Law that is 

Xi = Ki
−1γ i

−1 (γ jC j )
vij

j=1

Nc

∏ (i =1,...,Nx )                              (20)                              

Where Ki is the equilibrium constant for the equilibrium controlled reaction, γi is the 

activity coefficient of the species i; Xi is the concentration of secondary species i [mol/m3].  

The production rate of a primary species due to equilibrium-controlled reaction can be 

written in terms of the sum of production rates of the secondary species due to the same 

equilibrium-controlled reaction (Kirkner and Reeves, 1988). 

Rj
eq = − vijRi

eq

i=1

Nx

∑
                                             

(21)                                                       

Where Req
i is the production rate of secondary species i and Req

j is the production rate of 

primary species j in this equilibrium controlled reaction. This leads to a reduction of total 

numbers of ADR equations by: 
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(22) 

If we further define the Total Analytic Concentration for a given primary species as: 

1

xN

j j ij i
i

U C v X
=

= +∑
                                                (23)                                                  

∂
∂t

φVU j
"# $%+∇ −D∇ U j

"# $%Θ j +uU jΘ j{ }+Rjkin + S j ,tot = 0             (24)  

6.2 Debye–Hückel Model For Species Activity 

Only a fraction of molecules of a chemical species will participate chemical reaction. The 

fraction that actively reacts is often referred activity (Pitzer, 1977): 

ai = γ iCi                                                     (25)  

 We used an extended Debye–Hückel Equation to compute for the activity coefficient of 

chemical species: 

2 1/2

1/2

( )log
1 ( )

T i
i T

T i

A Z I b I
B I

γ
α

= − +
+                                  (26) 

where γi is the activity coefficient of species i; AT, BT and bT is the temperature dependent 

Debye–Hückel parameters that can be looked up in the database; Zi is the charge of species i; I is 

the ionic strength of the solution: 

I = 1
2

(CiZi
2 )

i

Ntot

∑                                                (27)  



39 

 

6.3 Influences of Temperature on Kinetic Reactions 

Since Flux-PIHM also simulates the temperature evolution in the subsurface, the 

influence of temperature changes on kinetic reactions are also considered in RT-Flux-PIHM 

model: 

                                        (28)          

 where k is the rate constant for kinetic reaction [mol/m2/s]; kref is the rate constant in the 

reference temperature, which is 298.15K in RT-Flux-PIHM; Ea is the activation energy [J/mol]; R 

is the gas constant [J/mol/K]; T is the soil temperature [K] and Tref is 298.15K. The soil 

temperature T here is a volumetric weighted average of soil temperatures readings from four soil 

layers (0~5 cm, 5 ~ 25 cm, 25 ~ 70 cm and 70 ~ 150 cm). 

6.4  Finite Volume Based Reactive Transport Model 

Solving the set of abovementioned partial differential equations numerically requires 

spatial discretization of the field. The method and the quality of such spatial discretization are 

vital to the accurate solution of the system. In addition, physical and chemical parameters of 

porous media are often distributed heterogeneously in natural systems (Li et al., 2011). Spatial 

discretization is also expected to account for these heterogeneities. Multiple numerical 

discretization methods have been proposed. Those methods can be generally categorized into 

three groups: finite difference methods (FDM), finite volume methods (FVM) and finite element 

methods (FEM). 

Traditionally, finite difference methods are predominantly used in reservoir engineering 

simulators (Ertekin et al., 2001) as well as hydrological simulators like PARFLOW-Surface-Fow 

ln( k
kref
) = −

Ea
R
( 1
T
−
1
Tref
)
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(Kollet and Maxwell, 2006), MODHMS (Panday and Huyakorn, 2004) for flow field simulation. 

For mass transfer and reactions, majority of the existing reactive transport algorithms uses finite 

difference methods as well, including CRUNCHFLOW (Steefel, 2008; Steefel and Lasaga, 

1994), FLOTRAN (Holder et al., 2000; Lu and Lichtner, 2005), STOMP (White and McGrail, 

2005; White and Oostrom, 2000), MIN3P (Mayer et al., 2002), etc.   

In recent years, finite volume method has been widely utilized by both petroleum 

engineering community (Cao and Aziz, 2002) and hydrology community (Kumar et al., 2009a). 

Many reactive transport algorithms are adopting FVMs too, including TOUGHREACT (Xu et al., 

2008). When applied on a regular structured rectangular grids, the spatial approximation 

generated by FVMs is equivalent to that generated by FDMs. The benefit of such an transition 

lies in the fact that FVMs are better at handling the irregularities in boundary conditions and local 

heterogeneities because of its compatibility with unstructured grids (Kumar et al., 2009a). On the 

other hand, FDMs are usually more computationally economical because of the ease in 

determining the derivatives of state variables in rigid, structured grids. 

Lastly, finite elements methods (FEM) are widely used in heat transfer, aerospace 

engineering, mechanical engineering and computation fluid dynamics (CFD) community (Reddy, 

1993). However, there are only a few applications of FEM in porous flow simulations or reactive 

transport simulations, including HYDROGEOCHEM (Yeh et al., 2004), TRANQUI (Xu et al., 

1999). 

For a coupled system, the selection of the spatial discretization method for reactive 

transport model also depends on the spatial discretization of the flow field simulation. In order to 

directly use the flow field information generated by the later model, the spatial discretization 

method used for the former model should be compatible to the method used in the later model. By 

compatible, we mean the gridding system used in the later model could be directly used in the 

former model. Otherwise, interpolation in the flow field is required before running reactive 
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transport model. The compatibility of the three methods discussed could be summarized in the 

following table: 

Table 2-5 Compatibility of Spatial Discretization Methods In A Coupled System 

  Reactive Transport Simulation 
Flow Field Simulation FDM FVM FEM 
FDM Compatible Compatible Incompatible 
FVM Incompatible Compatible Compatible * 
FEM Incompatible Compatible Compatible 

      * FEM is only compatible to FVMs with triangular or tetrahedral grids. 

Among the methods discussed, FVMs appear to be most versatile in accommodating to 

the existing gridding structure of the flow simulator. A FVM based reactive transport code would 

be inherently compatible with any types of gridding system that the flow simulation utilizes. This 

compatibility eliminates the need to translate flow field information from one gridding system to 

another, therefore saves computational time and retains accuracy. Flux-PIHM also uses finite 

volume method. 

As a result, in this work, we used finite volume method to solve for the advection 

diffusion reaction equation for reactive transport of multi-species.  Finite volume method could 

be conceptualized as a system where each of the elements is treated as a control volume with 

discrete volume. Mass is conserved over every of the control volumes by enforcing the net 

change of mass in this control volume be equal to the input of mass minus the output of mass for 

each of all chemical species.   The control volume could be of any shape but most frequently it is 

a polyhedron: 
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Figure 2-9 A polyhedron 

 In RT-Flux-PIHM, the finite volumes are triangular prisms. In the subsequent section, we 

will discuss in detail how reactive transport equations are solves in a finite volume manner in RT 

model. 

6.5     Sequential Non-Iterative Approach (SNIA) 

 The RT module follows a sequential non-iterative approach (SNIA) that has been widely 

applied (Walsh et al., 1984; Yeh and Tripathi, 1989). This approach is efficient in integrating 

subsurface flow simulation with reactive transport algorithms with some limits noted (Jacques et 

al., 2006). The SNIA is a derivative of the operator-splitting method that decouples ADR 

equation and solves transport and reaction steps separately (Xu et al., 1999; Zysset et al., 1994). 

In the RT module, the transport step is solved using the Euler forward method while the reaction 

step is solved iteratively using the Crank–Nicolson and Newton Raphson method. In the reaction 

step, the local matrices accounting for the mass balance of all primary species in each finite 

volume are assembled and solved using a matrix solver in SUNDIALS (Hindmarsh et al., 2005).  

 The accuracy of the SNIA approach depends on multiple factors including spatial 

discretization, time stepping, and flow conditions. To minimize numerical errors and improve 

convergence, we adopted the approach in Jacques et al. (2006). Performance index (PI) and 
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maximum allowable time step are used to optimize the time stepping. PI is set to be less than 0.05 

for every shared surface between elements to minimize the operator splitting error associated with 

temporal discretization (Jacques et al., 2006; Perrochet and Bérod, 1993):  

uij
2

Dij
Δt < 0.05                                                 (29)          

 where Δt is the time step, uij and Dij is the velocity and mode of the dispersion tensor 

from volume i to j, respectively. The allowable maximum time step is set to be 1 minutes 

(Jacques et al., 2006) by default or could by redefined by user through input file. The final time 

step in the algorithm will be the minimum of the Δt obtained from equation (31) and the 

maximum time step. The use of small PI and maximum time step requires a longer computational 

time; however, this improves the SNIA accuracy.  

The numerical procedures carried out in RT between time n and time n+1 could be 

summarized as: 

φV (SW
n+1U j

n+1,pre−reaction, − SW
nU j

n )
Δt

+∇ −D∇ U j
$% &'+uU j{ }+ S j ,tot = 0

          
(30)

 
 

φSW
n+1V (U j

n+1,after−reaction, −U j
n+1,pre−reaction )

Δt
− Rj

kin = 0
                   

(31)
     

 

Considering the fact that Flux-PIHM uses area normalized fluxes and water heights as 

variables, the above equations could be further written into: 

φ(hu|g ,k
n+1U j

n+1,pre−reaction, − hu|g ,k
n U j

n )
Δt

+ −Dlk∇ U j
$% &'+ AkqlkU j{ }+ S j ,tot

l=1

3

∑ = 0
   

(32)
 
 

 where Dlk is the dispersion tensor at the interface of element l and k; Ak is the base area of 

the prismatic element k; qlk is the area normalized flux from element l to k. 
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φhu|g
n+1(U j

n+1,after−reaction, −U j
n+1,pre−reaction )

Δt
− Rj

kin = 0
                   

(33)
 
 

We used Crank-Nicolson method to evaluate the exact value of Rkin
j  right after each 

iteration: 

Rj
kin( )

n,t+1
2 =
1
2
Rj
kin( )

n,t
+ Rj

kin( )
n,t+1!

"#
$
%&                                

(34)
 
 

where (Rkin
j)n,t+1 is the rate evaluated based on the concentrations of chemical species at 

the time n and iteration t+1. 

 which leads to  

φhu|g
n+1(U j

n+1,after−reaction, −U j
n+1,pre−reaction )

Δt
− 1
2
Rj
kin( )

n,t
+ Rj

kin( )
n,t+1#

$%
&
'(
= 0   (35)     

 Equation 34 and 37 are the two equations that are solved in RT component of RT-Flux-

PIHM. The first equation is solved using an Euler forward method (os3d.c) and the second 

equation on chemical reaction is iteratively solved using Crank–Nicolson method and Newton 

Raphson method for each of the elements in the field (react.c). 

6.6 Local Jacobian Matrix for Kinetic Reactions  

To solve equation 37, Newton Raphson method is implemented. First, we define the 

evaluation functions of each of the total analytic concentrations: 

f j (U j ) =
φhu|g

n+1(U j
n+1,after−reaction, −U j

n+1,pre−reaction )
Δt

− 1
2
Rj
kin( )

n,t
+ Rj

kin( )
n,t+1#

$%
&
'(     

(36)
 
 

For a total of Nx species, we end up with Nx such evaluation functions: 
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where U is the vector of total analytic concentration from species 1 to species Nc. 

The corresponding Jacobian Matric for this evaluation function becomes: 

J =

df1
dU1

df1
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df1
dUNc
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(38)

 
 

 The exact values of the entries in J in each iterative step could be evaluated by using 

numerical perturbation method: 

df j
dU j

=
f j (U j +ΔU )− f j (U j )

ΔU
                                    (39) 

In the chemical reaction system, it would be more convenient to mark the entries in the 

Jacobian matrix that will be always zeros in the initialization stage. Then in each solving process, 

those entries with a zero mark will not be evaluated to save CPU time: 
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where δij is the dependency function of fi on Uj. If fi is dependent on Uj, δij =1, otherwise 

δij = 0. Entries with δij = 0 will not be evaluated in the iterative solver process, thusly saving CPU 

time. 

 The iterative solving process then is: 

Un+1 =Un −[J*(Un )]−1 f (Un )                                        (41)  

The iterative process stops if the improvement between steps is smaller than a predefined 

threshold: 

Un+1 −Un ≤ γ                                                   (42)  

where γ is the threshold of accepting a solution. 

6.7 Speciation For Equilibrium Controlled Reactions 

In reactive transport model, only the total analytic concentrations of the independent 

species are solved. After reaching the solution for the total concentrations, additional steps are 

required to obtain the concentration of all the individual species. This process is often called 

“Speciation” in RTMs. 
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In this section, we will discuss the process of using Newton Raphson method to perform 

the speciation operation. Let us start from Mass Action Law discussed in earlier section. It will be 

simpler if we first express the concentration of secondary species into a logarithmic form: 

Xi = Ki
−1γ i

−1 (γ jC j )
vij

j=1

Nc

∏ ,(i =1,...,Nx )
                        

(43) 

log10(Xi ) = −log10(Kiγ i )+ vij log10(γ jC j )
j=1

Nc

∑                    (44)  

 This could be also expressed in a matrix vector multiplication operation: 

X =

log10(X1)

log10(X 2 )

...
log10(XNx )

!

"

#
#
#
#
#

$

%

&
&
&
&
&

= −

log10(K1γ1)

log10(K2γ2 )

...
log10(KNxγNx )

!

"

#
#
#
#
#

$

%

&
&
&
&
&

+

v1a v1b ... v1Nc
v2a v2b ... v2Nc
... ... ... ...
vNxa vNxb ... vNxNc

!

"

#
#
#
#
#
#

$

%

&
&
&
&
&
&

log10(γ1Ca )

log10(γ1Cb )

...
log10(γ1CNc )

!

"

#
#
#
#
#

$

%

&
&
&
&
&

 

(45)  

 where X is the vector of secondary species concentration. We use [v] to represent the 

matrix with entries vij. This matrix is also called dependency matrix, because the “dependencies” 

of secondary species on primary species are stored in this matrix.  

 If we also express the definition of total concentration: 

                 1

xN

j j ij i
i

U C v X
=

= +∑
 

 in a matrix manner: 

    U =C+[v]TX                                                      (46) 

 or 

U = [I | v]T C
X

!

"
#

$

%
&                                                   (47)  
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It now becomes easier to see how the Newton Raphson method works for speciation 

process. Let us define evaluation function: 

g(C) =U−[I | v]T C
X

"

#
$

%

&
'                                          (48)  

Then the local Jacobian matrix for speciation purpose is: 
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(49) 

where δij,g is the dependency function of gi on Cj. If gi is dependent on Cj, δij,g =1, 

otherwise δij,g = 0. Entries with δij,g = 0 will not be evaluated in the iterative solver process, thusly 

saving CPU time. 

 The exact values of the entries in J*
g in each iterative step could be evaluated by using 

numerical perturbation method: 

dg j
dC j

=
g j (C j +ΔC)− g j (C j )

ΔC
                                    (50)  

Finally, we solve for C iteratively: 

Cn+1 =Cn −[J g
* (Cn )]−1g(Cn )                                      (51)  

until the improvement satisfies 

Cn+1 −Cn < γ                                               (52)  



49 

 

6.8 Total Variation Diminishing 

Numerical dispersion is also a serious concern for large-scale transport simulations with 

large grid blocks and fast flow dominated by convection (Li and Duffy, 2012). A total variation 

diminishing technique (TVD), which is third-order accurate in smooth regions, is used to reduce 

the extent of numerical dispersion (Gupta et al., 1991). This method addresses the numerical 

dispersion problem by using the concentration at the interface of the element under investigation 

and the upstream element, instead of the volume averaged concentration of the upstream element:  

 

Figure 2-10 Schematic plot of Gupta TVD for unstructured grid 

The key to implement this TVD is to estimate the concentration of species at the face 

between element 1 and element 2. The first step to perform the TVD is to find the (potential) 

upstream and downstream cell for the pair of element 1 and 2 by using a simple extrapolation of 

the centroid of element 1 and 2. This search is performed in the initialization stage of the code 

and is only performed once. 

Then the concentration at the interface of element 1 and 2 is calculated as (assuming flow 

direction is from 1 to 2): 

2 1
12 1 ( )

2
C CC rC β

−⎡ ⎤= + ⎢ ⎥⎣ ⎦                                   
(53)

 
 

Where 
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2( ) max 0,min 2,2 ,
3
rr rβ

⎡ + ⎤⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦                               
(54)  

And r is defined as: 

1

2 1

uC Cr
C C
⎡ ⎤−

= ⎢ ⎥−⎣ ⎦                                              
(55) 

6.9 Adaptive time stepping 

In the reaction step, the RT module uses concentrations from the previous time step as the 

initial guess to iteratively solve for the concentration of the current time step. The spatial 

heterogeneity in hydrological processes can cause significant non-convergence problems. For 

example, the flow rates between any two neighboring elements in Shale Hills vary by six orders 

of magnitude (from 0.01 m3/d for slowest surface flow to 4000 m3/d in stream flow during 

storms). When flow rate anywhere in the simulated domain is fast enough, time steps are reduced 

to facilitate convergence. Reducing the time steps based on the fastest flow, however, would 

essentially prevent the model from time marching.  Therefore, sub time step interpolation is used 

in the fast-flow regime to obtain a closer initial guess when non-convergence is encountered. 

6.10 Code Structure in RT 

In each time step, after Flux-PIHM finishes computation and reached a solution in the 

water distribution, RT will be called to perform reactive transport simulation based on the flow 

field information generated in Flux-PIHM. A flow chart of the RT component is provided in the 

following figure. The source code files responsible for the simulated processes are also indicated 

in different colors. 
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Figure 2-11 Flow chart of RT-Flux-PIHM. [h] is the vector of water storages in the field; 
[T] is the vector of temperature in the field. [C] is the vector of primary species 
concentration in the field; [U] is the vector of total species concentration in the field. A 
nested Newton Raphson iteration is performed to solve for concentration evolution 
resulted from reactions. 
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Chapter 3  

Decoding Concentration-discharge Relationship of Chloride and Magnesium 

at the Shale Hills Critical Zone Observatory 

Abstract 

Understanding complex hydrogeochemical processes requires an integrated approach at 

the watershed scale. Here we used a newly developed hydrological land surface and reactive 

transport model RT-Flux-PIHM to understand the watershed dynamics of non-reactive tracer 

Chloride (Cl) and reactive solute Magnesium (Mg) in Susquehanna Shale Hills Critical Zone 

Observatory (SSHCZO). The model was first calibrated using water chemistry data at the 

SSHCZO. Overall, the hydrological processes in Shale Hills have a significant influence on the 

temporal evolution and spatial distribution of chemical species. The watershed is hydrologically 

more connected (between hillslope and -stream) in the wet spring and winter and flushes out 

chloride quickly. In the dry summer, however, the watershed is much less connected and Cl is 

trapped at elevated concentrations along planar hillslopes that do not flush out quickly. Large 

rainfall events flush out and dilute high Cl concentration ([Cl]) pore water that is built up during 

dry months. This seasonal connectivity regulates [Cl] and leads to relatively constant [Cl] versus 

discharge (chemostatic). Mg is balanced between its sources (clay dissolution and groundwater 

influx) and sink (discharge), and is buffered by cation exchange. Cation exchange stores an order-

of-magnitude more magnesium than pore water, especially along convergent flowlines (the valley 

and swales). In contrast to Cl storage that occurs in high concentration pockets along the planar 

hillslope, cation exchange sites in the valley floor and in swales store most of the Mg mass. In the 

wet season, faster dissolution is accompanied by higher water volume and discharge The opposite 
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occurs in the dry summer. The balance of these multiple processes maintains relatively stable 

[Mg] and [Cl], explaining the chemostatic behavior. The cation exchange reaction helps to 

homogenize Mg concentration across the watershed however its effects on CQ relationship is 

secondary. Dilution only occurs when groundwater influx becomes the dominant Mg source.  

This work demonstrates the potential of RT-Flux-PIHM as an integration tool for resolving long-

standing puzzles at the interface of hydrology and geochemistry.  

1. Introduction  

The spatial distribution of water flow and soil biogeochemical reactions within a 

watershed is a function of a watershed’s architecture, in particular the surface topography and 

subsurface structure, land-surface interactions that partition energy and ecohydrologic processes 

that partition water into distinct compartments (atmosphere, trees, soil, groundwater, rivers; 

(Brooks et al., 2015; Chorover et al., 2011) ) (Figure 1).  Solute concentrations (C) and discharge 

(Q) at the river mouth integrate the water and reaction processes at the watershed scale and 

therefore encode important signatures of hydrology and soil biogeochemical reaction coupling. 

Concentration-discharge (CQ) relationship has been used to understand the watershed response to 

hydrological conditions (Anderson et al., 1997; Chanat et al., 2002; Godsey et al., 2009), and 

estimate loads of nutrients, elements, contaminants and sediments out of watersheds (Campbell 

and Bauder, 1940; Ferguson, 1986; Stenback et al., 2011). Concentration and discharge data have 

also been used to understand watershed hydrodynamics and to quantify weathering rates 

(Gaillardet et al., 1999; Maher and Chamberlain, 2014; Moon et al., 2014; Navarre-Sitchler and 

Brantley, 2007a; Torres et al., 2015b; White and Blum, 1995).  

 The CQ relationships for different chemical species are signatures of different processes 

(Johnson et al., 1969; Kirchner et al., 2000b). The CQ for the non-reactive tracers, for examples, 
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chloride, encodes the water flow and solute transport processes. Those of geogenic species, 

including Mg, Na and Si derived from minerals, offer signals of soil weathering. The CQ 

relationship for bio-relevant species, including dissolved organic carbon (DOC) from soil carbon 

decomposition, nutrients (N, P), and cations involved in biological processes such as plant uptake 

and complexation with DOC (e.g., K, Fe, Al), provide insight into the hydrobiogeochemical 

process coupling (Basu et al., 2010; Grimm  et al., 2003; Sebestyen et al., 2008). Chemostatic 

behavior -- relatively small concentration variation compared to orders of magnitude variations in 

discharge -- have been observed for a range of geogenic species such as Na, Si, Ca, and Mg for 

catchments of widely different geochemical and hydrological characteristics (Clow and Mast, 

2010; Godsey et al., 2009). In contrast, bio-relevant species often exhibit chemodynamic 

behavior, where concentrations increase (flushing o/ mobilization) or decrease (dilution) with 

increasing discharge (Boyer et al., 1997; Herndon et al., 2015b; Musolff et al., 2015; Thompson 

et al., 2011). 

 Finding an explanation for the variability of CQ relationships observed for different 

solutes in different catchments has been a long-standing puzzle in watershed hydrogeochemistry. 

Efforts to explain this CQ puzzle date back to about half a century ago where Johnson et al. 

(1969) proposed a mixing model to explain 4 decades of stream Cl data from the Hubbard Brook 

forest in New Hampshire. More than 3 decades later, Kirchner (2003) still one of the double 

paradoxes in catchment hydrology and geochemistry being the “rapid mobilization of old water”, 

the fact that streamflow responds rapidly to the size of the rainfall events while the concentrations 

of passive tracers (e.g., chloride) and many dissolution-derived cations remain relatively constant 

(chemostatic behavior). On the other hand, watersheds also release “old” waters of different 

chemical composition in rainfall events of different size, leading to drastic variations in stream 

water compositions following rainfall events and different types of non-chemostatic CQ 

relationships for elements like aluminum and iron (Kirchner, 2003).  
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The “dampening” of Cl concentration in stream discharge is particularly puzzling 

because Cl is usually conceived as a non-reactive tracer mainly reflect hydrological process itself 

(Kirchner et al., 2000a; Peters et al., 1998). Although increasing evidence suggest that Cl is not 

fully conservative as previous studies assumed (Bastviken et al., 2007; Svensson et al., 2012), the 

conservativeness of Cl is still a valid approximation because net release/retention has been found 

to be a only few percent of the total Cl flux for typical watersheds (Svensson et al., 2012; 

Svensson et al., 2007). Existing studies found that the Cl CQ behaviors in different watersheds 

range from chemostatic to slightly dilution (Anderson et al., 1997; Johnson et al., 1969; Peters et 

al., 1998; Stallard and Murphy, 2014). Explanations for Cl chemostatic CQ relationship is largely 

based on the mixing of different source waters, including  old soil water, new rainwater, and 

groundwater (Chanat et al., 2002; Evans and Davies, 1998; Hooper et al., 1990; Johnson et al., 

1969; Stallard and Murphy, 2014). The chemostatic Cl CQ can also be caused by a high ratio of 

solute residence time in soil to the short hydrological response time using a low dimensional 

homogeneous bucket model (Duffy and Cusumano, 1998; Gelhar and Wilson, 1974). Catchment-

scale dispersion process has also been invoked to explain chemostatic Cl CQ relationship 

(Kirchner et al., 2000a, 2001). These models consider idealized watersheds with homogeneous 

physical and chemical conditions without considering the complexity of watershed structure.  

The chemostatic CQ relationships of geogenic cations derived from chemical weathering 

have been attributed to several mechanisms. Godsey et al. (2009) used   a permeability-porosity-

aperture model to argue that the mineral surface area increases during high discharge, providing 

more solute due to dissolution to mitigate the dilution effect, leading to a more chemostatic 

behavior. Maher (2010, 2011) suggested conditions that allow reactions to reach equilibrium. 

Herndon et al. (2015) attributed the chemostatic behavior to the homogeneous distribution of soil 

minerals and their quick release from exchange sites during rainfall events. Cation exchange have 

also been considered as important because it acts as a buffer and sets the lower limit of 
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concentrations in streams (Clow and Mast, 2010; Jin et al., 2011a). Mountain catchments with 

steep slope angles have been found to be more “chemostatic” relative to those with shallow slope 

angles in the foreland floodplain, indicating important links between geomorphic regime and flow 

characteristics in controlling catchment-scale weathering fluxes (Torres et al., 2015a).  

 Existing studies provide  hypotheses suggesting mechanisms explaining different  CQ 

behaviors under different conditions. In general, a unifying theory that can reconcile different CQ 

observations and mechanism is still missing. The process-based, systematic-level approach 

offered by reactive transport models provides the ideal platform to seek such a theory. Here we 

aim to understand key hydrogeochemical processes using RT-Flux-PIHM, an integrated simulator 

that enables the coupling of hydrological, land surface and reactive transport processes at the 

watershed scale  (Bao et al., 2016). We apply RT-Flux-PIHM  in the Susquehanna Shale Hills 

watershed (0.08 km2), a National Science Foundation (NSF) Critical Zone Observatory 

(SSHCZO) with extensive field measurements and modeling studies (Brantley et al., 2006; Duffy 

et al., 2009). The capabilities developed through RT-Flux-PIHM provide insights on the spatially-

explicit hydrogeochemical dynamics in the watershed. In particular, we focus on 

hydrogeochemical processes that control Cl and Mg concentrations. Chloride originates from 

precipitation and is typically considered non-reactive within soils. Its behavior therefore mostly 

reflects flow and solute transport.  In contrast, Mg is mostly derived from clay weathering and 

participates in ion exchange reactions. We thus study the CQ behavior of both a non-reactive and 

a reactive tracer. 
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Figure 3-1 A schematic of processes that are incorporated in different modules (shown 
in different colors) in RT-Flux-PIHM. The model allows systematic understanding of rates 
and fluxes at the pedon, hillslope, and watershed scales. The watershed, Shale Hills, is 
located within the Susquehanna Shale Hills Critical Zone Observatory (SSHCZO).  

2. The Model, the Site, and Data-Model Integration 

RT-Flux-PIHM. As discussed in the companion model development paper (Bao et al., 2016) and 

shown in Figure 3-1, the PIHM and Flux components solve for the hydrological and land surface 

processes for water and temperature dynamics within the watershed (Qu and Duffy, 2007b; Shi et 

al., 2013b). The RT component takes water output from Flux-PIHM, which includes the spatial 

distribution of water content and flux above the ground surface (runoff), in the unsaturated zone, 

and the saturated zone below the transient water table in the shallow regolith. The RT component 

then  calculates the spatial and temporal evolution of aqueous and surface concentrations by 

explicitly including mineral dissolution and precipitation, aqueous complexation, and cation 

exchange. Mineral dissolution and precipitation are considered as kinetically controlled, while 

equilibrium-controlled reactions include aqueous complexation and ion exchange. We apply this 

model to the SSHCZO to elucidate the spatial and geochemical factors controlling CQ behavior.  

The Study Site. SSHCZO is a V-shaped, first order watershed in central Pennsylvania  (Lin, 

2006). The mean annual temperature is 10oC with a mean annual precipitation of 1070 mm (Jin et 
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al., 2011b). About 50% of the precipitation contributes to evapotranspiration and the other 50% to 

stream discharge (Jin et al., 2014). Extensive field measurements have been conducted to 

characterize the topography, hydrological properties and mineral composition in SSHCZO 

(Brantley et al., 2013a; Hasenmueller et al., 2013; Jin et al., 2014; Jin et al., 2010; Jin et al., 

2011c; Lin, 2006; Ma et al., 2010). Measured soil depths from the ground surface vary from less 

than 0.25 meters at ridge top to 1.87 meters in valley floor (Lin, 2006). At the bottom of this soil, 

the fractured saprock is permeable and its depth has been quantified at a few boreholes (Brantley 

et al., 2013a). However, only a small fraction of the incoming water to the catchment infiltrates 

into the saprock (Sullivan et al., 2016a). In the RT-Flux-PIHM simulation described here, we 

therefore followed the convention of the previous Flux-PIHM simulations that the depth of this 

saprock layer is assumed to be 1.5 m and is impermeable beneath that depth across SSHCZO. 

Therefore the subsurface thickness, the summation of the soil layer and fractured saprock, varies 

from 1.75 to 3.37 meters across the watershed. The spatial distribution of soil type and soil matrix 

properties (including porosity and permeability) are from the SSHCZO field survey and have 

been discussed in previous work (Lin, 2006; Shi et al., 2013b). Measured hydraulic conductivities 

are used as a priori values (Kuntz et al., 2011b) and tuned to reproduce discharge and 

groundwater level data, as described in Shi et al. (2013). Hydrological and geochemical processes 

were monitored at high temporal resolution at selected locations, including stream discharge, 

groundwater table depth, soil moisture, air temperature (Duffy et al., 2010), and chemical 

composition of streamwater  at the watershed outlet and in pore water in 12 lysimeter nests, 6 of 

which are shown in Figure 3-2.  

 The interflow from the saturated zone mostly contributes to the stream discharge. These 

perched zones are connected to the regional groundwater table in the catchment valley. The 

stream discharge and chemistry at the outlet therefore integrates the water and geochemical 

dynamics of the whole watershed. RT-Flux-PIHM however does not explicitly model the flow 
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from deeper groundwater below the fractured saprock. The influx from the deeper groundwater is 

added into the calculation here to represent the mass influx into the stream, as will be discussed 

later.  

 

Figure 3-2 Topography of the extensively instrumented SSHCZO. Here we only show 
the sampling points where key hydrological and geochemical measurements were used 
in this work. Stream discharge measured at the weir (white square, data available from 
2006 to 2012) and the groundwater table depth measured at the groundwater well in the 
stream riparian zone (grey square, data available from 2007 to 2013) were used to 
calibrate the land surface hydrological component of the coupled model for 2009 (Duffy, 
2013). Water chemistry was measured at 1) lysimeter nests at the south planar sites -- 
valley floor (SPVF), middle slope (SPMS) and ridge top (SPRT) (data available from Apr. 
1st 2008 to Oct. 20th 2011), and at south swale sites -- valley floor (SSVF), middle slope 
(SSMS) and ridge top (SSRT) (data available from Nov. 9th, 2007 to Oct. 20th, 2011); 2) 
stream water in the weir at the stream mouth (data available from Oct. 20th, 2006 to Feb. 
18th 2011) (Brantley and Sullivan, 2014; Brantley, 2013b, a; Brantley, 2013f, d, e, c; 
Brantley, 2013g). Measured soil water chemistry was used to calibrate the reactive 
transport model. The swales are hillslope zones of convergent flow whereas the planar 
hillslopes are zones of non-convergent flow. 

	
Data-model integration. To simulate the dynamic processes, multiple types of input data are 

required. The USGS National Elevation Dataset (NED) and the National Land Cover Database 

(NLCD) provided topography and land cover map with a priori parameters. These data were used 

initially and were refined later with specific measurements for the watersheds. Watershed 

characteristics include topography (e.g., soil depth, surface elevation), soil properties (e.g., soil 

type, soil hydraulic conductivity, porosity, macro pore conductivity, Van Genuchten parameters), 
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and vegetation properties (e.g., land cover, rooting depth) (Shi et al., 2013c). Watershed initial 

and boundary conditions include the initial water distribution, water table, snow cover, canopy 

storage and watershed boundary fluxes. Time series forcing data were either measured at the site 

or from NLDAS-2 site. These include precipitation, air temperature, wind speed, solar radiation, 

leaf area index, discharge, and surface heat fluxes that are used to constrain ecohydrological 

processes. Constraints for geochemical reactions come from measured chemistry of pore water 

and stream water, as well as soil geochemistry (e.g., mineral composition, surface area, and ion 

exchange capacity) and soil gases (Hasenmueller et al., 2015; Jin et al., 2014). 	

 

 

Figure 3-3 Data sources and the structure of data-model integration. The yellow box 
indicates data from a national database, and the green box indicates data from 
measurements. Font color indicates connections between data and model. For example, 
orange colored data provide input or constraints on the orange-colored land surface 
model. Similarly, the blue colored and brown-colored data are input and/or constraints 
for the hydrological and reactive transport models with corresponding colors. 

 
Model setup. The code generates unstructured grids based on Delaunay triangulation, 

considering constraints related to river network, watershed boundary, elevation contours, 

vegetation, and geology (Qu and Duffy, 2007a). Grids close to rivers and steep areas are typically 
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small and those in flat, less dynamic areas are large. A total of 535 prismatic elements in the land 

and 20 stream segments are used in this simulation. The typical mesh size varies from 10 to 100 

m. PIHMgis, a tightly-coupled GIS interface to PIHM, was used to setup model domains. The 

data infrastructure HydroTerre Data System (http://www.hydroterre.psu.edu) harvests, 

aggregates, and pre-processes essential terrestrial data from federal agencies (e.g., NED and 

NLCD) (Bhatt et al., 2014). The time step for Flux-PIHM component is set to one minute. The 

maximum time step for RT component is set to five minutes. In this work, it takes 20~30 hours of 

CPU time on an Intel ® Xeon ® CPU E5-2670 @ 2.60GHz for 2 years of simulation 

(2008~2009). The first year (2008) is used as a spin-up, which is run until steady state to avoid 

unphysical representations of the system. Such unphysical representation can occur if, for 

example, the initial Mg concentration in the field is too low or too high as compared to what the 

natural systems can actually maintain. In such cases, the watershed could undergo substantial Mg 

accumulation or release before reach “steady state”, which is unrealistic. The model realizations 

with different sets of parameters require different spin up time. We manually adjust the spin-up 

time until the system reaches steady state.  

Model evaluation criteria. To evaluate the goodness of simulation results compared to 

measurements, we used total bias between model output and observations (Moriasi et al., 2007). 

The total bias (TB) is calculated as follows (Gupta et al., 1999): 

TB (total bias)                                (56) 

where  is the model output at time step t;  is the corresponding observation at time step t; T 

is the total length of the simulation time. The Pearson’s correlation coefficient is also used to 

measure the degree of collinearity between simulated and measured data and is calculated as 

follows: 
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where and are the means of model outputs and observations, respectively.  

3. Hydrological and Geochemical Processes in SSHCZO 

3.1 Hydrological processes in 2009 

We focused on elucidating the complex hydrogeochemical interactions in 2009 because 

the hydrological processes in SSHCZO, including evapotranspiration (ET), infiltration and 

recharge, subsurface water storage and lateral flow, stream water discharge and overland flow, 

were already simulated for 2009 using a set of hydrological parameters calibrated to reproduce 

the hydrological observations (groundwater table depth, stream discharge, soil moisture) (Shi et 

al., 2014) and high frequency meteorological forcing data and water chemistry observations were 

available .  

Overall, the hydrological processes in SSHCZO have a significant influence on the 

temporal evolution and spatial distribution of chemical species. For simplification, we calculate 

the watershed-averaged hydrological fluxes and water storage to demonstrate the hydrological 

cycle in Shale Hills. Daily precipitation was based on hourly precipitation data 

(http://criticalzone.org/shale-hills/data/dataset/2556/) (Duffy, 2013). Daily discharge, total 

ET, water storage in the unsaturated and in the saturated zones were calculated from the daily 

modeling output and were averaged by the area of each distributed element for the whole 

watershed to obtain watershed-averaged values.  
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Figure 3-4 A: Temporal evolution of measured daily precipitation [m/d], simulated 
discharge normalized by watershed area [m/d] and simulated total ET [m/d]. B: Temporal 
evolution of simulated net watershed water storage in the saturated and unsaturated 
zones [m3/m2](Shi et al., 2013a). Here daily water storages, a measure of water content, 
indicate similar total precipitation across different seasons however higher ET in the 
summer, leading to wetter watershed (higher water storage) in spring and winter and dry 
watershed (lower water storage) in the summer.   

From April 1st to Dec. 31st 2009, the total precipitation was 0.9 meter. The model shows 

that 39.7% of precipitation contributes to stream discharge, 58.8% to total ET and 1.5% remains 

in the watershed. SSHCZO is a hydrologically responsive watershed with stream discharge 

closely following intensive precipitation events (Figure 3-4A). In general, large rainfall events 

lead to more discharge and less ET. Total ET increased from spring to summer and then 

decreased in winter. Although the precipitation is relatively invariable over the year, water 

storage decreases due to the higher ET during the summer, which is consistent with the observed 

water level drop at the monitoring wells (Shi et al., 2013b). Starting from late September, ET 

decreased, leading to water storage increase. A large rainfall event occurred on Oct. 24th resulting 

in the highest discharge in 2009. From Apr. 1st to Dec. 31st, 2009, the saturated zone water 

storage averaged 0.16 m3/m2 and unsaturated zone water storage averaged 0.40 m3/m2.  
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The ephemeral stream in SSHCZO demonstrated extremely low discharge between June 

and September. The groundwater flow from deeper subsurface was not explicitly modelled in 

Flux-PIHM and was added as an influx source for Cl and Mg. The influx rate was tuned to 

1.041E-4 m3/m2/d to reproduce concentrations of both Cl and Mg in the stream, as will be 

discussed later. This is 6.7% of the calculated 0.015 m3/m2/d of average stream discharge in 2009 

and is consistent with the observation that groundwater influx to the stream is about 5% (Sullivan 

et al., 2016b).  

3.2 Transport of the non-reactive tracer chloride 

Chloride is a major anion in rainwater and is largely non-reactive. It is insignificant in 

concentration in the bedrock and regolith and is therefore controlled by atmospheric or 

groundwater inputs, watershed hydrodynamics and transport. The average chloride concentration 

in rainwater in 2009 was 3.05 (±4.20) µmol/L, as measured at Leading Ridge as part of the 

National Atmospheric Deposition Program about 7.11 miles from SSHCZO (Lamb and 

Bowersox, 2000). The data from Clean Air Status and Trends Network (CASTNET) 

(http://epa.gov/castnet/javaweb/index.html) for this region suggests Cl input from dry deposition 

accounts for less than 3% of total Cl input. However, instead of rainwater concentration, 

throughfall water concentration is needed to calculate the mass input into soil from atmospheric 

deposition. During precipitation the tree canopy intercepts a fraction of rainwater, which becomes 

concentrated as salt residue later during evaporation. The salt residue eventually comes to the 

ground with litter fall and dissolves into through fall. Therefore the through fall is expected to 

have a higher Cl concentration compared to the rainwater due to both concentration and inclusion 

of other sources (Svensson et al., 2012). To calculate an estimated through fall concentration, we 

multiplied the Cl concentration in rainwater by a tuning multiplier that is maintained constant for 

all simulations. This multiplier, 1.6, indicates the infiltration water has 0.6 times higher Cl and 
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Mg concentration than rainwater. This multiplier was used for all solute data originated in 

precipitation and thus does not affect temporal trends or the spatial distribution. The tuning 

allows the model to reproduce the Cl concentrations in stream water. Consistent with higher 

through fall [Cl], the volume of through fall is smaller than incoming rainwater because the 

vegetation intercepts some water. This through fall volume is calculated in Flux-PIHM. In fact, 

the multiplier is almost exactly the ratio between the total precipitation / total through fall, 

indicating Cl mass balance in the watershed.  

Cl concentration in rainwater is 3.05 (±4.20) µmol/L on average (Lamb and Bowersox, 

2000), leading to a total mass input of 538.5 moles/year in 2009. The Cl deposition from dust is 

about 5.5 moles/year in 2009 (http://epa.gov/castnet/javaweb/index.html). The overall Cl 

contribution (544 moles/year) from atmospheric deposition plus the groundwater influx of 280 

moles/year  approximately equals to the annual Cl outflow of about 846 mol/year for 2007 

through 2011 (Brantley, 2013a; Brantley, 2013e, c; Brantley, 2013g) calculated by multiplying 

discharge with concentration at the stream mouth. The mass influx from deeper groundwater is 

modeled as the product of the groundwater Cl concentration (63.62±24.82 µmol/L) (Brantley et 

al., 2013c) and a ground water influx rate into the stream channel elements near the stream 

mouth. This groundwater influx rate is maintained constant (Sullivan et al., 2016b). The value of 

the influx rate was tuned to reproduce concentrations of both Cl and Mg in the stream. The 

throughfall concentration multiplier and the influx of chloride from deeper groundwater into the 

shallower stream channel are the only tuning parameters used for reproducing the Cl data.  

3.3 Reactive Transport of Magnesium 

 The shallow soil and regolith contains quartz, illite, “chlorite” and kaolinite (Jin et al., 

2010; Jin et al., 2011c). We use the term “chlorite” to indicate a mineral showing the same peak 

as chlorite in X-ray diffraction (XRD); however, it could contain chlorite, vermiculite, hydroxy-

interlayered vermiculite (HIV), and/or mixtures of these phases (Jin et al., 2010; Moore and 
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Reynolds, 1989). Magnesium comes from three sources: clay dissolution (Jin et al., 2010), 

atmospheric deposition, and groundwater influx (Jin et al., 2014). Chlorite and illite in the 

shallow regolith dissolve and act as the major source of Mg to water flowing along hillslopes. 

The clay dissolution rates are calculated based on the Transition State Theory (TST) (Helgeson et 

al., 1984; Lasaga, 1984): 
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 Here Rk is the rate of mineral k (mol/(m3 s)), Ak
0 is the surface area of mineral k per 

volume of porous media [m2/m3] under fully water saturated conditions; Sw is the water 

saturation; kk is the intrinsic rate constant [mol /(m2 s)]; IAP is the ion activity product for the 

reaction and Keq is the equilibrium constant. The mineral surface area in the unsaturated zone is 

strongly affected by soil moisture (Clow and Mast, 2010). Under unsaturated conditions, water 

tends to wet the surface everywhere, but the water films do not flow and the surface area 

therefore do not experience net reaction. Here we use an n value of 2/3 as the exponent on grain 

size to indicate the surface area to volume ratio of dissolving mineral grains (Mayer et al., 2002). 

As such, the dissolution rates not only depend on the intrinsic mineral reactivity (i.e., the rate 

constant) but also on how much surface area is exposed to water in the zone of phreatic water 

which is connected to the stream (i.e. flowing water).  

 Mg concentration in rainwater is 1.40 (±1.17) µmol/L on average (Lamb and Bowersox, 

2000), leading to a total mass input of ∼120 moles/year in 2009. The Mg deposition from dust is 

about 5 moles/year in 2009 (http://epa.gov/castnet/javaweb/index.html). The overall Mg 

contribution (~125 moles/year) from atmospheric deposition is relatively small compared to the 

annual Mg outflow of about 4700 moles/year (Brantley et al., 2013a)calculated by multiplying 
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discharge with concentration at the stream mouth. Groundwater influx also contributes Mg to the 

stream water (Jin et al., 2014). It has been hypothesized that most of the carbonate is depleted in 

the upper layers of the watershed (Brantley et al., 2013) and that it is the dissolution of 

magnesium-containing carbonate into the regional groundwater at ~ 22 meters depth under the 

northern ridge and at 2 meters depth under the stream outlet that produces groundwater that is 

relatively rich in Mg (238.83 ±109.78) µmol/L (Jin et al., 2011b). Importantly, some of this 

carbonate appears to be secondary in the valley. Jin et al. (2014) estimated the annual 

contribution from deep groundwater is in the range of ~1500 mol Mg/year by comparing the Mg 

concentrations in stream water and soil water. Sullivan et al. (2016) further estimated that about 

22% of the Mg is from deep groundwater flow in Shale Hills (Sullivan et al., 2016b). Therefore, 

although not explicitly modeled in Flux-PIHM, we added Mg groundwater influx as a Mg source 

to the stream water with constant groundwater influx rate across the year. The constant influx rate 

is a tuned parameter during our simulation.  

 Magnesium also adsorbs on mineral surfaces through cation exchange reactions on the 

soil surface. While magnesium ultimately derives from mineral dissolution, cation exchange is 

believed to play an important role in buffering its concentration in pore water and stream water 

(Clow and Mast, 2010; Godsey et al., 2009; Herndon et al., 2015a; Jin et al., 2011b). Magnesium 

also participates in aqueous complexation and secondary mineral precipitation (Brantley et al., 

2013a; Jin et al., 2010). A list of key reactions is in Table 1. Uptake of chemical species into 

vegetation can play an important role in clay weathering and element cycling. Net Mg uptake by 

plants as a result of vegetation cycling has been found to vary between -16 and ~ 25 

moles/hectare/year in 38 investigated forests in United States, Europe, Japan and USSR (Cole and 

Rapp, 1981; Johnson et al., 1985). In SSHCZO, net uptake of Mg is about 22 moles/hectare/year 

(Herndon et al., 2015c). These values are relatively small compared to the annual Mg outflux of 

about 500 mol/hectare/year from SSHCZO. We therefore assume negligible influence of 
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vegetation cycling on Mg reactive transport. The Mg concentration in the model therefore reflects 

the interplay between hydrological processes, solute transport, and geochemical reactions.  

Table 3-1 Key reactions in the model and their kinetic and thermodynamics parameters 

Clay dissolution relevant to Mg2+ (Jin et al., 2010)       log10Keq log10k 
(mol/m2

/s) 

Specific 
surface area 
(SSA, m2/g) 

(Fe0.24Mg0.38Al0.38)6(Si0.07Al0.93)4O10(OH)8 (s) 
(chlorite)+ 5.72 H4SiO4 (aq) + 4.56 H+ ↔ 1.44 
FeOOH(s) + 2.28 Mg2+ + 3Al2Si2O5(OH)4 (s) + 11 H2O 

38.8 -12.5a 0.01 
(1.1~7.7)a 

K0.77(Si0.30Al0.70)(Fe0.48Mg0.07Al0.45)AlSi3O10(OH)2 (s) 
(illite)+ 0.91 H+ + 3.235 H2O ↔ 0.77 K+ + 0.48 
FeOOH(s) + 0.07 Mg2+ + 1.075 Al2Si2O5(OH)4 (s) + 
1.15 H4SiO4 (aq) 

1.45 -14.1b 
 

0.86  
(40.6~215)b 

Carbonate dissolution and secondary precipitation    
CaMg(CO3)2 (s) (dolomite)↔Ca2+ + Mg2+ + CO3

2- -17.8c -5.92d  
CaCO3 (s) (calcite) ↔Ca2+  + CO3

2-              -7.3 -6.65e  
MgCO3 (s) (magnesite) ↔Mg2+  + CO3

2- -7.52e -8.22e  
Cation exchange reactionf    
>XNa  + H+↔ >HX + Na+  2.40f   

>X2Ca  + 2Na+↔ >2NaX + Ca2+               0.50f   

>X2Mg  + 2Na+↔ >2NaX + Mg2+              0.50f   
a: (Brandt et al., 2003) b: (Aylmore et al., 1970; Köhler et al., 2005; Köhler et al., 2003) c: 
(Sherman and Barak, 2000) d: (Gautelier et al., 1999) e: (Pokrovsky et al., 2005) f: derived from 
(Jin et al., 2010) using Vanselow convention, all others from (Wolery, 1992)  

The non-reactive transport of Cl and reactive transport of Mg in SSHCZO was simulated 

from Dec. 1st, 2008 to Jan. 1st, 2010. Based on pore water chemistry, mineral composition and 

cation exchange capacity (CEC) measurements (Brantley et al., 2013c; Jin et al., 2010), different 

initial chemical conditions were assigned to pore waters in different parts of the watershed based 

on their locations within the watershed (RT, MS, VF), as shown in Table 2. The concentration of 

total bicarbonate was calculated based on measured alkalinity ranging from 0.05 to 0.73 meq/L 

(Brantley et al., 2013b). The hydrological and land surface parameters that reproduced the 

hydrological data were used to drive Flux-PIHM (Shi et al., 2013b). We used a fixed diffusion 

coefficient of 1.0×10-9 m2/s and a fixed dispersivity of 0.1 m within the reported range at the 

relevant spatial scale (Cussler, 2009; Gelhar et al., 1992).  
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Table 3-2 Initial pore water chemistry and mineral compositions used in simulations 

Chemical Species Ridge Top Mid-Slope Valley Floor Ways Obtained 
Aqueous species (mol/L except for pH)a   
pH 4.56 4.48 4.70 Measured 
Magnesium 2.49×10-5 5.41×10-5 5.61×10-5 Measured 
Calcium 5.22×10-5 4.97×10-5 8.49×10-5 Measured 
Iron 5.80×10-7 2.76×10-7 4.32×10-7 Measured 
Chloride 3.69×10-5 3.12×10-5 3.93×10-5 Measured 
Silicon 8.72×10-5 9.97×10-5 1.13×10-4 Measured 
Potassium 2.19×10-5 1.52×10-5 2.33×10-5 Measured 
Sodium 1.90×10-5 1.85×10-5 2.67×10-5 Measured 

HCO3
- 0.28 0.28 0.28 Calculated from 

alkalinityb 

Mineral volume fraction (m3/m3)c 

Illite 0.2304 0.2179 0.3295 Measured 

chlorite 0.0559 0.0542 0.0541 Measured 

Kaolinite 0.0215 0.0229 0.0121 Measured 

Quartz 0.4973 0.5069 0.3941 Measured 

Calcite 0.0049 0.0081 0.0203 Measured 

FeOOH 0 0 0 Measured 

Cation Exchange 
Capacity  
(CEC) [eq/g] 

3.9 
(±0.5)×10-5 

4.0 
(±0.5)×10-5   

6.4 
(±0.7)×10-5 Measuredd 

 5.0×10-5 4.0×10-5 6.0×10-5 Tuned 
a: pore water chemistry data from (Brantley et al., 2013c) b: alkalinity was measured in 

stream water in SSHCZO. We assumed as an initial guess that the pore water has similar 
alkalinity as stream water. However, the alkalinity of pore water changes in the simulation as a 
result of CO2 dissolution. c: mineral composition data from (Jin et al., 2010) d: CEC values as 
measured previously (Jin et al., 2010).  

Simulations of Mg reactive transport require parameterization of key chemical reactions 

based on a geochemical database and a priori values reported in the literature. Equilibrium 

constants for aqueous complexation and mineral reactions were derived from the database EQ3/6 

(Wolery, 1992). The kinetic rate constants for mineral dissolution from literature were used 

(Table 1). The calibration of RT-Flux-PIHM was carried out using a “trial and error” strategy 

until model output reproduced the observations. Mineral specific surface areas (SSA) were 
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adjusted starting from measured literature values. For Mg ion exchange, the equilibrium constant 

of 100.5 was derived from measurements for SSHCZO soils assuming the pore water and soil 

surface are at equilibrium (Jin et al., 2010). Measured cation exchange capacity values (CEC, 

[eq/g])  (Jin et al., 2010) were used  first and then tuned to reproduce Mg pore water concentration 

data. The soil CEC that reproduced data is 2.5~10.0×10-5 eq/g (Table 2). This is close to the 

mole-fraction-wieghted CEC value estimated using mole fractions of chlorite and illite in 

SSHCZO soils and measured chloride and illite CEC values of 0~10×10-5 eq/g and 10~40×10-5 

eq/g from literature, respectively (Weaver, 1989).  

As described previously, the groundwater influx of Mg was added as an additional mass 

input near the outlet of the stream. The groundwater influx was assumed constant at a rate of 

1.04×10-4 m3/d compared to 0.015 m3/d of average discharge to reproduce the measured 

magnesium concentrations in stream water. Constant Mg groundwater influx was estimated to be 

1000 moles/year. In summary, we tuned the clay surface area, CEC, and groundwater influx to 

reproduce the measured stream water and pore water concentrations. 
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4. Results  

4.1 Chloride 

 

Figure 3-5 Temporal evolution of average chloride data (open circles) and modeling 
output (red lines) from Apr. 1st to Dec. 31st, 2009. A:  concentrations at the stream 
mouth; B through G: concentrations in 6 lysimeter sites, including the 3 South Planar 
sites (SPRT, SPMS, SPVF) and 3 South Swale sites (SSRT, SSMS, SSVF) (Figure 3-2). 
Grey areas indicate ±one standard deviation for the measured pore water chemistry.  

RT-Flux-PIHM captured the trend and magnitude of Cl evolution at the stream mouth 

(Figure 3-5A). The total bias between the data and prediction is -3.40% and the Pearson’s 

correlation coefficient is 0.54, well within ±25.00%, a value considered very good for solute 

transport models (Moriasi et al., 2007). Chloride concentrations in stream water gradually 

increased from spring to summer when the watershed became drier, and gradually decreased until 
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November when the watershed became wetter. A concentration peak occurred in November 

following a big rainfall event on October 24th, 2009.  

Table 3-3. The total bias* ( %) between model output and measured concentrations.  

Element Stream SPRT SPMS SPVF SSRT SSMS SSVF 

Chloride -3.40 -41.66 -18.72 40.67 -19.31 -5.07 -5.11 

Magnesium -13.22 13.77 -9.23 8.41 108.13 16.20 -21.40 

*A negative value means the model prediction is lower than the data. 

 The model also reproduces the general trends of chloride concentrations in the pore water 

(Figure 3-5B~G and Table 3-3). The model prediction is closest to data in the spring. The 

elevated evaporation in the summer results in less pore water and therefore high chloride 

concentrations. This is more pronounced in pore waters sampled in lysimeters in the south planar 

slope than in the south swale slope. This is expected because the swales collect water from 

convergent flow -- they almost always have more water than planar slopes – and therefore flush 

Cl into the stream (Qu and Duffy, 2007a). The model predicts a peak in Cl concentration during 

summer in all locations except SSVF. The model underestimates chloride at all locations between 

October and December.  This is likely due to the fact that Flux-PIHM misidentified the Oct 15th 

snowstorm as a rainfall event based on the above freezing temperature. In reality, it takes longer 

for snow to melt and flow into the stream than rainfall (Shi et al., 2013b). 

Hydrological Controls on Chloride Transport. To understand hydrological controls on 

chloride transport, the predicted spatial profiles of water saturation in the unsaturated zone, water 

storage in saturated zone (hg), depth from surface to water table and chloride concentration are 

compared (Figure 3-6). The spatial patterns of soil water storage in different seasons have been 

validated by field observations (Shi et al., 2015). The water storage is higher in the spring and 

winter and is lower in the summer. The valley floor and swales are areas of gravity-driven 

convergent flow (Figure 3-6A, B). The water table (also the divide between the saturated and 
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unsaturated zone) is shallower along the stream channel and deeper in all other locations (Figure 

3-6C). From spring to summer, the depth to water table (DWT) increases as the watershed 

gradually loses water due to higher ET.  In the wet spring and winter, chloride concentration is 

relatively low in the entire watershed, largely because the wet watershed is more connected to the 

stream, allowing easy flushing of Cl out of the watershed. In the dry summer, discharge is very 

low at least partly because only a small proportion of the watershed is connected to the stream 

(Figure 3-6B). As a result, Cl is trapped in pockets or “immobile porewaters” that are not 

“connected” to the convergent flow in the valley floor and stream, leading to highly elevated 

concentrations as ET continues (Figure 3-6D).  In effect, connectivity to the stream acts like a 

valve in the catchment that either retains chloride in porewaters along the planar slopes or flushes 

the chloride out. This leads to patterns of Cl spatial distributions that are almost opposite to that 

of water storage in the summer. On October 15th, a snowstorm hit Shale Hills followed by a 

heavy rain on the 24th. The big precipitation events flushed the trapped chloride out of the 

watershed, leading to the peak in stream water chloride concentration in November (Figure 

3-5A). This peak appears in both measured and simulated data. The time lag between storm and 

peak in discharge is very short in the simulation compared to the data. This discrepancy is 

attributed to the nature of the precipitation (snow versus rain) as described above.  
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Figure 3-6 Spatial profiles in April, August, and December in 2009. A: water saturation 
(soil moisture) in the unsaturated zone [m3/m3]; B: water storage hg in the saturated zone 
[m3/m2]; C: depth from ground surface to water table (DWT) [m]; D: local Cl 
concentration in pore water [µmol/L] (calculated as a volume weighted average over the 
saturated and unsaturated zones); Chloride concentrations are lower in or near the 
valley floor and swales where water is more abundant and connected to the stream. E: 
Chloride total mass (pore water volume × Cl concentration) over the entire watershed, 
daily chloride influx from the throughfall and outflux (discharged, C×Q) [mol/d].  

The dynamics of the total mass of Cl in the watershed is shown in Figure 6E. Total 

chloride mass in the watershed was calculated by summing up Cl mass (pore volume × 

concentration) in each prismatic element at the end of each day. Input of Cl is the product of 

throughfall and throughfall Cl concentration, and the output is the discharged Cl fluxes calculated 
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from the product of daily average Cl concentration at the stream mouth and the stream discharge 

(C×Q). It is interesting to note that although Cl concentrations in the stream (Figure 5A) vary 

only from 25 – 70 µmol/L, the product C×Q (the flux) varies by  orders of magnitude due to the 

orders of magnitude variation in discharge. In the dry summer, the low discharge leads to low 

connectivity, low flushing of planar hillslopes, and low Cl export out of the watershed, i.e., Cl 

accumulates in the watershed. The increase or decrease of Cl mass in the watershed is largely 

determined by the balance (or lags) between the rainfall input and discharge output. In late 

October, one intense rainfall / snowfall event connected the immobile zones to the stream and 

flushed the accumulated Cl especially along planar hillslopes, leading to the drop in total 

catchment Cl mass by approximately 50%.   

 CQ usually follows power law forms and linear log-log relationships, as shown in Figure 

7 for data and model prediction. The model reproduced data well with both data and model 

exhibiting chemostatic behavior. The model predictions at higher discharges are lower, however, 

than the measured data, indicating underestimation of chloride concentration between October 

and December (discussed above). The power law CQ slopes for chloride are -0.0300 (±0.0062) 

and -0.1011 (±0.0060) for data and model prediction, respectively. This Cl chemostatic behavior 

is largely dictated by the hydrodynamics of the watershed. In the summer when stream discharge 

is low and planar slopes are largely unconnected to the stream, most chloride is trapped in 

“immobile water” in the planar hillslopes. During these dry intervals, the discharged Cl derives 

mostly from the more stream-connected swales and the valley floor where flow paths converge. 

In spring and winter when stream discharge is high, large precipitation events and lower ET leads 

to a wetter watershed that connects not only the swales and valley floor area but also planar 

hillslopes to the stream, mobilizing trapped Cl during the summer. This mobilization of the 

trapped Cl however also  mitigates the dilution of chloride by more water, leading to relatively 
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constant at the stream mouth. Stream connectivity acts as a valve on the planar hillslopes such 

that chloride concentrations remain constant in the stream over time.  

 

Figure 3-7 CQ relationships for measured and predicted chloride in 2009. The grey 
diagonal line indicates a CQ relationship if simple dilution dominates the system. 

4.2 Magnesium 

RT-Flux-PIHM reproduces Mg in the stream water to within 15% when all processes are 

included (rainwater input + clay dissolution + Mg ion exchange + groundwater influx) (Figure 

8A). The simulation results are slightly closer to data than that of Cl with a lower total bias of -

13.22% and the Pearson’s correlation coefficient of 0.52. Of all parameters, the Mg concentration 

predicted in the model depends most strongly on the clay surface area. The values of 0.01 m2/g 

and 0.86 m2/g for chlorite and illite used in the model are about two orders of magnitude lower 

than the laboratory-measured surface areas for chlorite (1.1 to 7.7 m2/g) (Brandt et al., 2003) and 

illite (40.6~215 m2/g) (Aylmore et al., 1970). The product of kinetic rate constant and the specific 
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surface area for chlorite calculated from this work (6.5×10-10 mol/m3/s) is very close to the 

estimated value for Shale Hills based on field data (7.6×10-10 mol/m3/s) (Jin et al., 2011b).  

The fact that we need to assume a lower specific surface area than measured in the 

laboratory reflects the long-standing laboratory-field rate discrepancy observed for more than 3 

decades (Navarre-Sitchler and Brantley, 2007b). In effect, we are making the reasonable 

argument that the effective surface area that interacts with water that flushes to the stream in the 

catchment is lower than the surface area of clay powders measured in the laboratory by the 

Brunauer–Emmett–Teller (BET) method (Li et al., 2014; Moore et al., 2012; Salehikhoo and Li, 

2015). In Shale Hills, water is quickly transmitted in the subsurface when the catchment is wet 

(December-May) but transmitted much slower in summer when the catchment is dry. Therefore, 

from a microscopic point of view, much of the pore water directly contacting clay surfaces – 

especially along planar hillslopes -- might be chemically equilibrated in the thin water film at the 

clay surface even though the average pore fluid concentration calculated at a larger scale is not 

equilibrated with regard to minerals. In addition, Fe-OOH or organic matter could be coating the 

reacting mineral surface as well. In essence, the specific surface area used here reflects the 

“effective” surface area (Salehikhoo et al., 2013) at the watershed scale, i.e., the surface area that 

is actually dissolving but may be a result of multiple physical and chemical processes that lower 

dissolution rates.  
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Figure 3-8 A. Temporal evolution of modeled and measured magnesium concentrations 
in stream water (A). (B-G) Temporal evolution of modeled and measured pore water Mg 
concentration in different sampling locations, including the 3 South Planar sites (SPRT, 
SPMS, SPVF) and 3 South Swale sites (SSRT, SSMS, SSVF).  

Overall, the annual flux of Mg entering the catchment in rainwater (65.7 moles/year) was 

a negligible 1.4% of the total outflowing Mg (4694.8 moles/year). Clay dissolution accounted for 

77.7% (3647.9 moles/year) of this outflux, while the groundwater influx (1000.0 moles/year) 

contributed 21.3%. Groundwater influx had a larger impact on the stream water concentration 

from July to September, consistent with previous observations (Jin et al., 2014; Thomas et al., 

2013). No carbonate precipitation was observed in the simulation.  

 The predicted Mg concentrations in pore water are close to measured mean 

concentrations with total bias values lower than 25% except in SSRT (Figure 8 and Table 3). At 

SSRT the model overestimates by 108% for the whole period of simulation. The predicted Mg 

concentrations increase from Ridge Top (RT) to Mid Slope (MS) and to Valley Floor (VF), 
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consistent with observations. This increase is attributed to clay dissolution along the flow path 

from RT to VF (see also Jin et al., 2011).  

 

Figure 3-9 A: Predicted spatial distribution of chlorite dissolution rate [µmol/g/d] on Apr. 
1st, Aug. 1st and Dec. 1st, 2009; B: Temporal evolution of the watershed-average 
dissolution rate of and chlorite [μmol/g/d] and watershed-average total water storage in 
saturated and unsaturated zones [m3/m2]. Watershed-averaged dissolution rates were 
calculated from the change per day in the mineral mass (µmol) in the entire SSHCZO 
(normalized by the total mass (g) of each mineral in SSHCZO).  

Clay dissolution. The majority of magnesium comes from clay dissolution, especially chlorite 

dissolution. Water storage influences clay dissolution by controlling the wetted surface area of 

clays in the shallow saturated zone, as indicated by Equation (3). Chlorite dissolves faster in 

swales and valley floor where water is generally more abundant and more connected to the stream 

(Figure 3-9A). Watershed-average dissolution rates decrease by about half in the summer as a 

result of drier conditions (Figure 3-9B). The chloride dissolution rate is about 1.70×10-10 

mol/m3/s on average in 2009, which is very close to the estimated long-term chlorite dissolution 

rate of 1.90×10-10 mol/m3/s calculated from soil profiles at the ridge top (Jin et al., 2010). 

Although not shown here, the dissolution rates of illite vary in the same spatial and temporal 

pattern as that of water storage: high dissolution rate when water storage is high. The coupling of 

mineral dissolution and water content is demonstrated through Figure 10. Essentially, when the 

watershed becomes wetter with high discharge and total water storage, the dissolution rates 

increase because the wetted surface area increases. The increase in wetted surface area and 
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dissolution is proportional to the water content, therefore mitigating the dilution effect brought by 

higher water volume in the wetter watershed. This counterbalance introduced by larger 

dissolution rates maintains a relatively constant Mg concentration across the watershed.  

Figure 3-10 also shows a clear division in [Mg] concentration below and above the  

discharge of about 20 m3/d, suggesting  different controls of Mg concentration under dry and wet 

conditions. Under the dry condition below this number, average Mg concentration is high. In fact, 

the [Mg] shows chemostatic behavior. Under the wet condition above this number, [Mg] is 

chemostatic. This largely due to the fact that under dry conditions, dissolved Mg is trapped in 

immobilized zones without being able to flush out. This is similar to the Cl dynamics in low 

discharge conditions.  

 

Figure 3-10 Total water storage, wetted surface area, dissolution rates, and average [Mg] 
at the watershed scale as a function of discharge. The dissolution rates rise 
proportionally with the discharge, water storage, and wetted surface area, leading to 
larger dissolved Mg mass. This increase in dissolved Mg flux however is 
counterbalanced by larger total water storage, leading to relatively constant average [Mg] 
at the watershed scale.   
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Figure 3-11 A: spatial profiles of [Mg] in pore water [µmol/L]; B: [Mg] on exchange sites 
µmol/g]; C: Daily input (bottom solid lines) from rain water (blue), clay dissolution (black), 
groundwater (green), and output fluxes from stream discharge (red, C×Q, mol/d). Mg 
primarily comes from dissolution and GW influx, while discharge flushes out Mg, 
especially in big rainfall events. D: Mg mass evolution: Mg mass in pore water (solid 
black line) and on exchange sites (solid green line) calculated by summing up Mg mass 
over the entire watershed. Total Mg is the sum of Mg in pore water and on exchange site. 
The exchange sites store an order of magnitude more Mg mass than pore water. 

Role of Mg exchange. It has been speculated that cation exchange on solid surfaces acts as a 

buffer in SSHCZO and elsewhere to regulate magnesium concentrations in pore water and to set 

the lower limit of concentrations observed in stream water (Clow and Mast, 2010; Herndon et al., 

2015a; Jin et al., 2011b). Figure 11A-B shows the predicted spatial distribution of pore water and 

exchange site concentrations on Apr. 1st, Aug. 1st and Dec. 1st, 2009. Mg aqueous concentrations 

are relatively constant over time. In wet spring and winter seasons, Mg concentrations are only 

slightly lower than those in the dry summer months. The concentration of Mg on exchange sites 
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(Mg per unit volume of regolith on exchange sites) is calculated to be highest in the valley floor 

(Figure 10B). This is attributed to the fact that convergent flow of water consistently brings  Mg 

mass fluxes from upslope. This is consistent with the observations that Mg concentrations on 

exchange sites in south planar valley floor (SPVF) are higher than in south planar ridge top 

(SPRT) and south planar middle slope (SPMS) (Jin et al., 2010). Predicted [Mg] on exchange 

sites agree relatively well with the measured data – although the model underestimated Mg 

concentration on exchange sites in the valley floor.   

Concentrations of Mg in porewaters do not increase as much as Cl during the summer, 

primarily because cation exchange reactions buffer Mg concentration in water. In other words, as 

Mg concentrations increase during the summer, they charge up the exchange sites especially in 

the valley floor, buffering the increase in aqueous concentration. Figure 11C and D shows the Mg 

mass balance at the watershed scale. In the summer, clay dissolution is slower due to lower water 

content, lower wetted surface area, and even lower Mg discharge out of the watershed. As a 

result, the total Mg cation mass (in the form of free cation in pore water or those associated with 

CEC) over the entire watershed actually increases. This is similar to Cl. However, for Mg, 

exchange sites store more than an order of magnitude higher magnesium mass than pore water 

(when considered over the entire catchment) and therefore act as a significant storage buffer that 

reduces the spatial and temporal evolution of Mg concentration. In late October, the large rainfall 

and snowfall events flush out 2.1% of the total Mg of the whole watershed.  In contrast to Cl, the 

Mg mass remains  mostly on the exchange sites even after the large precipitation events.  

 



83 

 

Figure 3-12 Comparison of data (circles) and model prediction of stream outlet Mg 
concentration in 4 scenarios: dissolution only (dashed green), dissolution with cation 
exchange (solid green), dissolution with groundwater influx (dashed red), dissolution with 
both GW and CEC (solid red, best fit case shown in figure 8). 

To demonstrate the effects of different processes on the stream Mg concentration, Figure 

3-12 compared simulation outputs for four scenarios, each with proper spin-up and initialization. 

In addition to the best fit case with all relevant dissolution, cation exchange, and groundwater 

influx, three additional scenarios considered here are a dissolution only case (dissolution-Only), a 

case with dissolution and cation exchange reactions without groundwater influx 

(dissolution+CEC), a case with dissolution and groundwater influx without cation exchange 

(dissolution+GW). Comparison between the dissolution-Only and dissolution+CEC demonstrates 

the buffering effects of the ion exchange. The dissolution-Only case demonstrates much more 

variations in Mg concentration. When the watershed is dry in mid-September, for example, the 

[Mg] at the stream outlet can reach twice the value observed in the model with cation exchange.  

The Mg groundwater influx introduces additional Mg mass in the stream, as shown in the 

dissolution+GW and dissolution+CEC+GW compared to their corresponding counterparts 

without groundwater influx. The cation exchange still acts as a buffer to bring down Mg 

concentrations, especially when there are large changes in the system. The effect of CEC is 

smaller however smaller with the presence of GW influx.  

Concentration-discharge relationships. In Shale Hills, where stream discharge (Q) 

varies over almost 6 orders of magnitude, the stream [Mg] varies by a maximum of a factor of 

four. The power law slopes are -0.0564 (±0.0051) and -0.0458 (±0.0042) for the data and for the 

best fit model (represented as the 1X case with GW in Figure 13C), respectively. The Mg 

behavior is thus chemostatic because of the balance between the interactions among clay 

dissolution and groundwater influx as sources, discharge as the outflux, and ion exchange as the 

temporary storage. In spring and winter, abundant water leads to more mineral surfaces bathed in 



84 

 

flowing water and higher dissolution rates throughout the catchment, adding more Mg mass into 

water. The increased Mg mass however are also diluted by larger water volume and high water 

volume flushing rates out of the watershed, as shown in Figure 3-9. In the drier summer, although 

the evaporation is increasing the Mg concentration, [Mg] is maintained near-constant by cation 

exchange reactions.  

 

Figure 3-13 Effects of three important parameters in determining the CQ relationship for 
Mg. A: The effect of varying specific surface area (SSA) without including the 
groundwater (GW) influx. B: Effect of varying cation exchange capacity (CEC) without 
including GW influx. C: Same as A except including a GW influx. The red dots are output 
from the best fit model with GW and with SSA and CEC in the base case (1X SSA and 
1X CEC). D: Same as B except including the GW influx.  

To explore the role of different processes, Figure 3-13 compares cases with different 

processes by varying SSA for clay minerals and CEC under conditions with and without 

including groundwater influx. In each case, only one parameter is changed while all  other 

parameters are kept the same as the best fit model in the base case (1X SSA and 1X CEC). Table 
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4 documents the average stream [Mg] and the CQ slope b. As shown in Figure 3-13A for cases 

without groundwater, although higher Mg release rates result from higher surface area and lead to 

proportionally higher [Mg] in discharge, changing SSA by 25 times does not affect the CQ slope 

much. Varying CEC also results in negligible impact on the CQ slope (Figure 3-13B). This 

suggests that although cation exchange stores large Mg mass on soil surfaces, it has relatively 

minor  impact on the CQ behavior when clay dissolution provides the primary Mg source.  

The groundwater influx affects the CQ behaviors by introducing an additional Mg source.  

Under low discharge conditions, the groundwater concentration dominates the stream 

concentration, leading to very similar concentrations under all parameter conditions (Figure 3-13 

CD).  For the low SSA case (Figure 3-13C), the Mg dissolution rate is low and the primary Mg 

source is the constant groundwater that does not increase when discharge increases. This leads to 

a CQ relationship which shows more of a dilution trend with decreasing concentration as 

discharge increases.  The CQ slope in fact progressively becomes steeper (more of a dilution 

trend) as the SSA values decrease from 5X to 0.2X with groundwater influx becoming the 

increasingly dominant Mg source. In contrast, with fixed SSA and groundwater influx (Figure 

13D), varying CEC does not significantly change the CQ slope. The 5X CEC case exhibits some 

dilution behavior with a slope of -0.25. This is largely because it the Mg concentrations in the 

stream in the 5X CEC case is lower so that the constant GW influx is more dominant compared 

with other cases with less CEC, leading to a system that is more responsive to the dilution effect 

brought by high discharge.  

Table 3-4 Average Mg concentrations and slope of CQ curve 

   
Average 

Mg (μM) 
b 

No GW influx Varying SSA 0.2 X 38.23 -0.08 

1.0 X 79.22 -0.02 

5.0 X 273.89 -0.03 
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Varying CEC 0.0 82.06 -0.12 

1.0 X 79.23 -0.02 

5.0 X 64.14 -0.09 

With GW influx Varying SSA 0.2 X 72.49 -0.34 
1.0 X 104.36 -0.05 

5.0 X 252.58 0.01 

Varying CEC 0.0 121.09 -0.13 

1.0 X 104.36 -0.05 

5.0 X 89.93 -0.25 
 

5. Discussion 

 This work emphasizes the importance of different Mg sources in determining the CQ 

relationship, as shown in Figure 14. Here we partition the Mg mass flux coming from clay 

dissolution (FluxD) and mineral dissolution into regional groundwater (FluxG).  Importantly, both 

of these fluxes derive from mineral dissolution but the first occurs largely along hillslopes (clay 

dissolution) in the shallow regolith while the second largely at depths of the regional groundwater 

table under the valley floor (carbonate dissolution). When the ratio FluxD / FluxG is high, meaning 

that clay dissolution in shallow regolith provides the major Mg source, the watershed maintains a 

self-balance between hydrological and geochemical processes because the clay dissolution in 

shallow regolith and discharge respond similarly to surface hydrological dynamics dictated by 

precipitation and evapotranspiration. In other words, with high water content and high discharge, 

dissolution rates increase proportionally because the surface area of reacting minerals in contact 

with flushing water increases. The increase in dissolved mass  is therefore diluted by a 

proportionally larger water volume during periods of high connectivity, maintaining relatively 

constant concentrations under different flow regimes. The model emphasizes that the dominant 

control on the chemostasis of Mg is the relatively constant ratio of mineral surface area (A) and 

porewater volume (V) that are connected to the stream in the shallow regolith. Both A and V 
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increase equivalently as connectivity changes in the watershed. This actually occurs also for Cl 

chemostatic behavior, although no dissolution is involved. Namely, the mobilization of the 

“trapped” Cl mass grows proportionally to the connected watershed pore water volume and the 

discharge, therefore maintaining a relatively constant concentration in the stream.  

 In contrast, when the  FluxD / FluxG ratio is low, meaning FluxG then provides a relatively 

dominant and constant Mg source that is not as responsive to surface hydrological processes, 

dilution (decreasing concentration with increasing discharge) occurs. GW influx, however, if 

becomes the dominant mass influx in the stream, leads to more dilution behavior, the opposite of 

chemostasis. This is largely due to the fact that groundwater is already fully saturated and 

groundwater flow tends to be slow, leading to unresponsive or slower responsive nature of the 

chemical weathering in groundwater and relatively constant flux into the stream.  

 Ion exchange plays secondary role in the chemostasis of Mg. Ion exchange buffers the 

system and controls the stream [Mg] at times of extreme hydrological conditions such as intense 

rainfall and very low discharge conditions, but its effect on the CQ relationship is limited 

compared to the effects of mineral dissolution and GW influx. 

	

Figure 3-14 Schematics of different controls on determining the chemostasis of CQ in 
stream water. When the dissolution flux (FluxD, light and aqua blue) is much larger than 
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the Mg flux from the ground water (FluxG, dark blue color), chemostasis is more likely to 
occur because mass flux from clay dissolution increase proportionally to water volume 
and Q . When FluxD << FluxG, dilution is more likely to occur because of the constant, 
unresponsive groundwater influx to hydrological events.  

The importance of the relative dominance of the different Mg sources echoes the ideas 

underlying the end-member mixing models proposed to explain concentration-discharge 

relationships (Johnson et al., 1969), as well as the better performance of the porosity-

permeability-aperture model in explaining the widely observed chemostatic behavior in Godsey 

et al. (2009).  A key feature of the porosity-permeability-aperture model is the increasing surface 

area (and catchment-scale dissolution rates) with higher discharge, similar to what is shown in 

Figure 13B. Herndon et al. (2015) argued that chemostatic behavior of geogenic species, the 

species that are derived from minerals, is due to the homogeneous source across the watershed 

but the chemodynamic behavior of bioactive solutes is caused by the heterogeneous distribution 

of organic matter and the associated presence of different water pools of different composition 

which contribute to stream chemistry under different flow regimes (Herndon et al., 2015a).  

 The importance of the groundwater influx as a Mg source is also highlighted here. 

Importantly, the source of this Mg is still dissolution but it is dictated by mineral layers in the 

subsurface of the valley floor. There is strong field evidence that such deep groundwater may 

come into direct contact with the stream through fractures in shaly watersheds like SSHCZO or in 

Plynlimon, Wales (Neal et al., 1997a; Neal et al., 1997b).  It is estimated that in Plynlimon, 

groundwater influx contributes as much as 25% of stream flow (Neal et al., 1997b).  Whether 

such groundwater influx becomes the dominant source of cations in the stream not only depends 

on groundwater flow rate but also on the concentrations of the cations derived from deep 

dissolution reactions relative to the concentrations in soil water derived from shallow dissolution 

reactions. In the cases simulated here, a tendency toward dilution behavior occurred only in 

models for dry periods when groundwater provided the primary Mg source (Figure 9) and under 
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conditions where Mg flux coming from clay dissolution is low with low specific surface area that 

groundwater influx becomes the dominant Mg source (Figure 13C, case 0.2XSSA).  

 If the inferences from our model for Shale Hills are extrapolated to explain the 

chemostatic behavior of geogenic elements (Na, Si, Ca, Mg) that was reported in 59 watersheds 

on different lithologies in different climatic and hydrological conditions (Godsey et al., 2009), 

one might conclude that groundwater influx is a relatively minor influence on chemostasis for 

geogenic cations in those streams. In other words, the prevalence of chemostasis is due to the 

relatively constant A/V ratio rather than the importance of GW influx.  

 

 However, it is also possible that most watersheds also host deep mineral dissolution 

reactions that always provide a source of geogenic elements in groundwater that recharges into 

the mouth of the stream, contributing to chemostasis under low-flow conditions. For example, Ca 

and Mg may commonly be enriched in groundwater under valleys where carbonates may be both 

dissolving and precipitating depending upon local groundwater levels (Brantley et al., 2013). Key 

to this idea is the observation that valleys tend to be zones of upwelling where CO2 degassing 

may precipitate carbonates during some periods of time and where dissolution of these carbonates 

may occur at other times. Characterization and quantification of groundwater influxes, however, 

often represents a major challenge (Kuntz et al., 2011a) (Neal et al., 1990a; Neal et al., 1990b; 

Robson, 1993).  

6. Conclusions 

 In this work we use RT-Flux-PIHM to explore the dynamics of Cl and Mg in SSHCZO. 

For Cl, the less connected watershed in the summer allows only low flow from a relatively small 

connected area to the stream, leading to trapped Cl in unconnected planar slope., Large rainfall 

events and wetter conditions connect a larger portion of the watershed to the stream and wash out 

these “old water” pockets of high Cl concentrations. This increase in mobilized Cl mitigates the 
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dilution effects brought by the proportionally higher water volume in the watershed, leading to 

relatively constant Cl concentration in stream and chemostatic behavior.  

Mg is a geogenic species whose source is mostly dissolution of chlorite and illite clay 

(along the hillslopes) in the shallow regolith and /or those from groundwater influx. Chemostasis 

of Mg is maintained by mass flux dissolved out of clay along the hillslope that is responding to 

the water content and therefore discharge in the watershed. The surface area of mineral grains 

wetted by water connected to the stream (A) increases equivalently to the volume of porewater 

connected to the stream (V).  Chemostasis is largely dictated by roughly constant A/V ratios 

yearlong in the catchment. In the dry summer, the low A and consequent slower clay dissolution 

is compensated by Mg-rich groundwater influxes at the stream mouth and lower V (i.e. low 

discharge). Large rainfall events flush out stored Mg on the exchange sites while also diluting the 

waters, leading to similar Mg concentrations in the stream waters in large and small rainfall 

events. The interplay between these processes evens out seasonal differences and results in 

chemostatic behavior of magnesium. In general, the relative constancy of A/V maintains 

chemostasis for Mg but the Mg-rich groundwater influx and the Mg-rich cation exchange 

capacity both contribute. 

In contrast, when groundwater influx becomes the dominant source in the stream, dilution 

occurs largely due to the relatively constant and unresponsive nature of groundwater mass flux.  

Released Mg2+ exchanges with H+ on cation exchange sites, especially in parts of the 

watershed (valley floor, swales) that are connected to the stream for much of the year.  Likewise, 

especially during wet periods, the cation exchange capacity buffers the magnesium concentration 

by storing an order-of-magnitude higher magnesium on exchange sites than in pore water. Cation 

exchange as a storage buffer however have a secondary effect on chemostatic behavior compared 

to clay dissolution and groundwater influx.   
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Although the importance of these different processes, including chemical weathering 

along hillslopes and at depth and cation exchange in regulating stream chemistry has been 

discussed in the literature (Clow and Mast, 2010; Godsey et al., 2009; Herndon et al., 2015a), 

only with process-based modelling such as provided by RT-Flux-PIHM can the importance of 

each mechanism be interrogated. As such, the model provides the potential to resolve long-

standing puzzles challenging researchers studying watershed processes. The model integrates 

complex hydrogeochemical processes to identify key controls under a variety of topological, 

hydrological, and geochemical conditions. Only with such numerical models will we ever be able 

to understand the intricacies of watershed scale geochemical cycling. 
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Chapter 4  
 

Hydrological Controls on the Chloride Concentration Discharge Relationship 

1. Introduction  

Concentration-discharge (CQ) relationship is a convenient and powerful tool to analyze 

the hydrogeochemical response of watersheds to hydrological processes (Anderson et al., 1997; 

Chanat et al., 2002; Godsey et al., 2009). It can be used in watershed management simulations to 

estimate loads of nutrients, elements, contaminants and sediments from closely monitored 

discharge data (Campbell and Bauder, 1940; Ferguson, 1986; Stenback et al., 2011). In particular, 

concentration discharge relationship of chloride have been thoroughly studied due to its 

importance in understanding the transport of conservative species (Hedin et al., 1995; Kirchner et 

al., 2000). Chloride has generally been conceived as a tracer controlled primarily by the input 

from rainwater (Eriksson, 1955; Kirchner et al., 2000) and transported conservatively (Peters et 

al., 1998) under typical watershed conditions. As such, it is often used as a key indicator of water 

residence time in the field (Kirchner, 2003; Kirchner et al., 2000, 2001). It could also be used to 

elucidate and even quantify other processes when compared to the spatiotemporal variations of 

other species (Lockwood et al., 1995; Peters et al., 1998).  

However, chloride concentrations in stream water are found to be quite unresponsive to 

variations in precipitation or discharge even though precipitation is its primary control (Kirchner, 

2003). In some watersheds, chloride concentration is almost constant despite great variations in 

precipitation and discharge (Johnson et al., 1969; Kirchner et al., 2000). In other watersheds, 

chloride concentration in stream decreases as discharge increase (Anderson et al., 1997; Peters et 

al., 1998). Godsey et al., (2009) uses the slope of the log-log concentration discharge plot to 
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quantify the chemostasis of solute concentration in stream water, that is, “the system keeps 

concentrations constant as discharge varies”. Existing studies found such slopes for chloride 

concentration discharge relationship generally falls between 0 and -0.25 (Anderson et al., 1997; 

Johnson et al., 1969; Peters et al., 1998; Stallard and Murphy, 2014). This suggests chloride is 

either chemostatic or slightly diluted as discharge increase. 

Many studies attempted to investigate the controls on the variations in chloride CQ 

relationship based on the mixing of different source waters, e.g. old soil water and new rainwater; 

groundwater, soil water and rainwater (Chanat et al., 2002; Evans and Davies, 1998; Hooper et 

al., 1990; Johnson et al., 1969). Stallard and Murphy explained the slightly dilution behavior of 

chloride concentration discharge relationship (Stallard and Murphy, 2014) based on End-Member 

mixing analysis (EMMA) (Hooper et al., 1990) and concluded that the CQ of chloride reflected  

the “repeated mixing of storm water with a soil–water Cl- reservoir”. Kirchner found that the 

chemostatic CQ relationship could arise from a gamma water residence time distribution that is 

corresponding to the catchment scale advection dispersion process if the dispersivity is at the 

scale of the hillslope length (Kirchner et al., 2000, 2001). Duffy and Cusumano demonstrated that 

concentration discharge relationship for conservative tracer could be predicted from a low-

dimensional model. The model indicates the shape of CQ plot is controlled by the ratio of solute 

residence time and hydrological response time (Duffy and Cusumano, 1998; Gelhar and Wilson, 

1974). Other models are also proposed for the chemostatic behavior of reactive species (Godsey 

et al., 2009; Herndon et al., 2015; Maher and Chamberlain, 2014) however they are not applicable 

to the nonreactive chloride. However, it is still not fully clear how watershed characteristics 

including topography, hydrological parameters and soil properties contribute to the variations in 

chloride concentration discharge relationships at the watershed scale. 

In recent years, there has been an ongoing discussion on how watershed connectivity 

impacts the generation of runoff and controls the solute transport as the small watershed responds 
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to rainfall and snowmelt events (Jencso et al., 2009; McGuire and McDonnell, 2010; Western et 

al., 2004). Such connectivity could be evaluated by the correlations between groundwater levels 

at different locations, e.g. hillslope, riparian and stream etc. (Jencso et al., 2009; Tockner et al., 

1999). Alternatively, spatial connectivity function defined basing on thresholding certain 

observable variables, e.g. shallow soil moisture (top 20~30 cm soil), provides more quantitative 

insights into this discussion (James and Roulet, 2007; Michaelides and Chappell, 2009; Western 

et al., 2001). Mcguire and McDonnell argued that hillslope runoff could substantially contribute 

to the stream water and transport solutes when saturated zone expands to more upslope area and 

induce transient lateral subsurface flow (McDonnell et al., 2007; McGuire and McDonnell, 2010). 

However, it is still under debate whether we can use shallow soil moisture patterns as indicators 

of subsurface lateral flow that will mobilize solutes and older waters more upslope (van Meerveld 

and McDonnell, 2005; Western et al., 2004). Nonetheless, these ongoing discussions brought to 

our attention the importance of the intermittent, non-linear upslope lateral subsurface flow that 

would invalidate the basic assumption in a traditional end-member mixing analysis as the latter 

often requires soil water or groundwater as homogeneous storages.  

In this work, we aim to understand the underlying mechanism that controls the chloride 

concentration discharge relationship through studying a distributed hydrological land surface and 

mass transport model RT-Flux-PIHM. Such a distributed model can take advantage of numerical 

spatial discretization to study the effects of physical heterogeneity on mass transfer, which cannot 

be analyzed in a conventional EMMA. The model has been carefully calibrated at Shale Hills 

Critical Zone Observatory and is shown to be able to reproduce key hydrological observations in 

the field (Qu and Duffy, 2007; Shi et al., 2013b). Based on the base case simulation, numerical 

experiments could be conducted to elucidate the hydrological controls on the chloride 

concentration discharge relationship. 
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2. Method  

2.1 Shale Hills Critical Zone Observatory (SSHCZO)  

This work studies the hydrological controls of chloride CQ relationship at Shale Hills 

Critical Zone Observatory (SSHCZO). The SSHCZO is a V-shaped, first order watershed (0.08 

km2) in central Pennsylvania (Qu and Duffy, 2007). The Rose Hill shale underlining the 

SSHCZO is a fossiliferous shale with well-developed fracture cleavage (Flueckinger, 1969). The 

mean annual temperature is 10oC with a mean annual precipitation of 1070 mm (Jin et al., 2011a). 

About 50% of the precipitation contributes to evapotranspiration and the other 50% to stream 

discharge (Jin et al., 2014).  

Extensive field surveys have provided us the topographic and hydrological properties in 

SSHCZO (Jin et al., 2010; Lin, 2006; Ma et al., 2010). Five types of soil have been identified in 

the shallow subsurface within the watershed: Berks, Weikert, Rushtown, Blairtown, and Ernest 

(Lin, 2006).  In this work, we continue to use a spatial distribution of subsurface thickness, soil 

elevation, soil series and soil matrix properties discussed in previous work (Bao et al., 2015; Lin, 

2006; Shi et al., 2013b). A summary of these properties is provided in Figure 4-1. Prior to this 

work, the hydrological parameters for hydrological land surface model Flux-PIHM have been 

carefully calibrated using multivariate field measurements (discharge, soil moisture, water table 

depth, and surface heat fluxes) in SSHCZO (Shi et al., 2014). In particular, we focus on the year 

2009 to understand the hydrological controls of chloride CQ in this work due to the availability of 

data and calibrated model in this year (Bao et al., 2015).  
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Figure 4-1. Spatial distribution of key topographic and soil properties in SSHCZO based 
on extensive field surveys and existing modeling work calibrated by using multivariate 
field measurements (Jin et al., 2010; Lin, 2006; Shi et al., 2013b): A, depth to bedrock 
[m]; B, surface elevation [m]; C, identified soil series; D, soil average effective porosity in 
each element [m3/m3]. 

For the non-reactive transport of chloride, it is believed majority of the chloride entering 

SSHCZO comes from precipitation events. The average chloride concentration in rainwater in 

2009 was 3.05 (±4.20) µmol/L, as measured at Leading Ridge as part of the National 

Atmospheric Deposition Program, i.e., 7.11 miles from SSHCZO (Lamb and Bowersox, 2000). 

Solute concentration in throughfall water is reported to be 1.07~4.70 times higher than rainwater 

concentration (Polkowska et al., 2005) due to the contributions from dry deposition, cloud-water 

deposition and canopy wash-off (Svensson et al., 2012). Therefore, we use a concentration 

multiplier to consider this effect, which is 1.8 in this work to match the observed chloride 

concentration in the field. The Shale Hills watershed is underlain by deeply fractured shale. As 

such, much deeper groundwater might contribute to the stream through fracture flow, as indicated 

in (Neal et al., 1997). A chloride influx of 250 mol/year from deeper groundwater is also added to 

the system to account for the difference between the total loss of chloride from discharge (940 
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mol in 2009) and total input of chloride from precipitation (690 mol in 2009, considering the 

throughfall chloride concentration multiplier). The average concentration of groundwater chloride 

in groundwater wells in SSHCZO from 2006 to 2010 is 62.31 µmol/L with a standard deviation 

of 25.41 µmol/L.  

	In this work, we will use three methods with decreasing complexity to demonstrate the 

effect of different level of watershed details on the evolution of stream water chloride. The first 

method is a RT-Flux-PIHM simulation on the non-reactive transport of chloride (Bao et al., 

2015). This model is a watershed scale distributed model integrates hydrological, land surface 

and mass transfer processes, calibrated by hydrological and geochemistry measurements made in 

SSHCZO. In the second method, we consider the dynamic end-member mixing (dEMMA) in the 

stream outlet, in which stream water chloride concentration is calculated as the flow rate 

weighted average of different end-members (Stallard and Murphy, 2014). The third method is to 

model the continuous source water mixing within a well mixed reservoir (Gelhar and Wilson, 

1974). In this model, the entire watershed is assumed to be a homogeneous, constantly well-

mixed “box” of water that receives from rainwater and deeper groundwater influx. This “box” of 

water is also subject to evapotranspiration and discharge that removes water and solutes. Building 

on those understandings, we will test the sensitivity of chloride concentration discharge 

relationship to key watershed characteristics using RT-Flux-PIHM, which is the most 

comprehensive. 
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Figure 4-2 Schematic plot of the three methods used in this work. Left: Finite volume 
based distributed RT-Flux-PIHM model that simulates the coupled hydrological land 
surface process and the non-reactive transport of chloride. Middle: Dynamic end-
member mixing analysis (dEMMA) where end-members are mixed at the stream outlet. 
(QS, [Cl]S) are the flow rate [m3/(m2d)] and concentration [mol/m3] of surface runoff; (QL, 
[Cl]L) are the flow rate [m3/(m2d)] and concentration [mol/m3]  of subsurface flow; 
(QG,[Cl]G) are the flow rate [m3/(m2d)]  and concentration [mol/m3] of deeper groundwater 
influx. Right: Watershed scale “box” model where end-members are mixed in a simplified 
linear reservoir. (QE, [Cl]E) are the rate [m3/(m2d)] and concentration [mol/m3] of 
evapotranspiration; (QP, [Cl]P) are the flow rate [m3/(m2d)] of precipitation and throughfall 
concentration [mol/m3]; (QG,[Cl]G) are the flow rate [m3/(m2d)]  and concentration [mol/m3] 
of deeper groundwater influx. QD [m3/(m2d)] is the discharge and [Cl] [mol/m3] is the 
chloride concentration in discharge and in the linear  reservoir. 

2.2 RT-Flux-PIHM model  

In this work, we use an integrated simulator RT-Flux-PIHM to explicitly models 

hydrological, land surface and reactive transport processes in in Shale Hills Critical Zone 

Observatory (Bao et al., 2015). For non-reactive species chloride, only advection 

diffusion/dispersion equation is solved in RT-Flux-PIHM using finite volume method: 

∂
∂t
(Vφ[Cl])+∇(−D∇[Cl]+u[Cl]) = 0

         
                     (1)  

where φ is the porosity in the control volume [m3/m3]; [Cl] is chloride concentration; V is 

the volume of the control volume [m3]; D is the combined dispersion/diffusion flux tensor [m4/s] 

and u is the Darcian flux vector [m3/s].  

During each rainfall, the canopy layer will intercept a fraction of rainwater and the rest of 

rainwater penetrate the canopy layer and becomes throughfall. The throughfall water will either 

infiltrate into soil or be directed to flow as surface runoff, depending on the infiltration rate. The 

infiltration throughfall water will be mixed with the soil water in place at each element. Then they 

will either recharge into the local groundwater or become evaporated. The local groundwater will 

be able to move laterally until they merge to the stream. In RT-Flux-PIHM, lateral subsurface 
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flow is assumed to only emerge in saturated zone, or the “perched groundwater”. When the 

“perched groundwater” table is higher than certain threshold, macro pore lateral flow is then 

considered. When the “perched groundwater” table is lower than that threshold, only saturated 

zone lateral flow is considered based on Darcy’s law. Therefore, the subsurface lateral flow here 

is a sum of the occasional macro flow that sweeps the unsaturated zone and the saturated zone 

flow that flows beneath the perched groundwater table. Both belong to the shallow, above 

bedrock reservoir as conceptualized by (McDonnell et al., 2007; McGuire and McDonnell, 2010). 

In RT-Flux-PIHM simulation, the chloride concentration of deeper groundwater is set to be 55 

µmol/L to best fit the measured stream chloride concentration, which is within the range of the 

measured chloride concentration in groundwater wells. The influx of deeper groundwater is 

assumed to be penetrating near the outlet of the stream in RT-Flux-PIHM simulation. 

2.3 Dynamic End-Member Mixing Analysis (dEMMA) 

As proposed by many existing works (Evans and Davies, 1998; Stallard and Murphy, 

2014), the concentration of stream water at the outlet could be modeled as the flow rate weighted 

average of concentrations of the different mixing end members. In later discussions, we will refer 

this method as dynamic End-Member mixing analysis (dEMMA). Based on the conceptual model 

proposed by (McGuire and McDonnell, 2010), the discharge at the outlet of the stream is: 

QD (t) =QS (t)+QL (t)+QG                                       (2)  

where QD(t) is the discharge at outlet [m3/(m2d)]; QS(t) is surface runoff [m3/(m2d)]; QL(t) 

is the subsurface lateral flow that contributes to stream  [m3/(m2d)]; QG [m3/(m2d)] is the influx of 

groundwater from a much older and deeper reservoir; all normalized by area of the watershed. 

Then the chloride concentration at the stream outlet could then be expressed as: 
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[Cl]D =
QS (t)[Cl]S +QL (t)[Cl]L +QG[Cl]G

QD (t)                           (3)   

 To calculate [Cl]D, the flow rate and the concentration for each type of flow are needed. 

The surface runoff QS(t) contributing to the stream could be obtained from RT-Flux-PIHM by: 

QS (t) =
(qSi ,left (t)+ qSi ,right (t))

i=1

Nriv

∑
Awatershed

                                 (4) 

 where qSi,left(t) and qSi,right(t) are the surface runoff flowing into stream element i from the 

left and right bank at time t [m3/d], respectively; Awatershed is the total area of the watershed [m2]; 

Nriv is the number of stream segments. Surface runoff concentration [Cl]S is assumed to be the 

throughfall water concentration, which was calculated as the product of the concentration 

multiplier (1.8) and the rainwater concentration from the time series of measured rainwater 

concentration. 

 Similarly, the subsurface flow rate QL(t) could be calculated based on the water inputs 

from subsurface to the stream along the riverbank: 

QL (t) =
qi ,left (t)+ qi ,right (t)!" #$

i=1

Nriv

∑
Awatershed

                                       (5)  

 where qi,left(t) and qi,right(t) are the subsurface flow flowing into stream element i from the 

left and right bank [m3/d], respectively. Chloride concentration of the subsurface water could be 

estimated by the annual average of measured soil water chloride concentration, which is 29.88 

µmol/L in SSHCZO. 

The influx of deeper groundwater could be estimated from the total influx of chloride due 

to deeper groundwater and the groundwater chloride concentration. For simplicity, we assumed a 

constant deeper groundwater influx rate: 
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                                               (6)  

 where FG is the total mass influx of chloride from deeper groundwater [mol/d]; A is the 

total area of the watershed [m2].  From RT-Flux-PIHM, we obtained the FG=0.68 mol/d and A = 

8.417×104 m2. Therefore, QG = 1.48×10-4 m3/(m2d).  

2.4 Watershed Box Model 

In the third method, we assume the watershed could be represented by a well-mixed 

reservoir that receives from rainwater and deeper groundwater influx. The mixing of different 

source waters happens in this well mixed reservoir and the chloride concentration will change 

accordingly. This “box” of water is also subject to evapotranspiration and discharge that removes 

water and solutes. The water balance of this reservoir could be stated as (Gelhar and Wilson, 

1974): 

 
dV (t)
dt

=QP (t)+QG −QE (t)−QD (t)                                (7)  

where V is the water storage in watershed [m3/m2], normalized by watershed area; QP(t) is 

precipitation [m3/(m2d)]; QG is the influx of deeper groundwater [m3/(m2d)]; QD(t) is the 

discharge at outlet [m3/(m2d)]; QE(t) is the evapotranspiration [m3/(m2d)], all normalized by 

watershed area. The QD(t) and QP(t) are usually available in watersheds as time series data. The 

influx of deeper groundwater, QG could be estimated from the total influx of chloride due to 

deeper groundwater and the groundwater chloride concentration. The groundwater influx rate and 

the concentration is set to be the same as in the previous method.  

The QE(t) could be estimated based on field measurement in surface temperature, wind 

speed, radiation, humidity, etc. (Hargreaves and Samani, 1982; Penman, 1948; Priestley and 

QG =
FG

[Cl]G A
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Taylor, 1972). In this study, we uses the QE(t) estimated by Flux-PIHM (Shi et al., 2013b). In 

Flux-PIHM, evapotranspiration is calculated at each element based on Pennman-Monteith’s 

method. The QE(t) for the entire watershed is then calculated by the element area weighted 

average of evapotranspiration in each element. 

The mass of chloride in this watershed could be written as, assuming outflowing 

discharge with the same chloride concentration as the reservoir: 

d{V (t)[Cl]}
dt

=QP (t)[Cl]P +QG −QE (t)[Cl]E −QD (t)[Cl]
              

(8)
 
 

where [Cl], [Cl]P, [Cl]G and [Cl]E is chloride concentration in reservoir, throughfall, 

deeper groundwater and evapotranspiration, respectively [mol/m3]. For simplicity, [Cl]E is 

assumed to be zero in this work. Throughfall concentration [Cl]P is calculated as the product of 

the concentration multiplier (1.8) and the rainwater concentration from the time series of 

measured rainwater concentration. Therefore, by solving for the water storage and chloride 

concentration in reservoir together using method detailed in (Gelhar and Wilson, 1974) with 

hourly time step, we will be able to track the chloride concentration evolution in stream water 

numerically. The initial condition [V(t0), [Cl]t0] need be fitted for this model. An initial 

concentration of 29.88 µmol/L chloride is assumed based on field measurements. An initial 

storage V(t0) of 0.05 m3/m2 is used to best fit the concentration data in discharge.  A numerical 

algorithm has been written to model the stream water chloride concentration in MATLAB 

(MATLAB and Statistics Toolbox Release 2014a, The MathWorks, Inc., Natick, Massachusetts, 

United States). 
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2.5 Hydrological Connectivity 

As revealed by many researchers, watersheds are dynamically connected throughout the 

year (James and Roulet, 2007; Jencso et al., 2009; McGuire and McDonnell, 2010; Western et al., 

2001). Spatial connectivity function has been proposed as a rigid quantification of the 

hydrological connectivity (Allard, 1993; Michaelides and Chappell, 2009; Western et al., 2001). 

In this work, the spatial connectivity is assessed following the approaches detailed in (Western et 

al., 2001). Although many studies used shallow soil moisture to interpret the hydrological 

connectivity at watershed scale, it is still unclear to us whether a moisture based method would be 

able to represent the transient subsurface flow that mobilize old water and solutes (van Meerveld 

and McDonnell, 2005). As we are able to directly extract lateral subsurface flow velocity from 

RT-Flux-PIHM simulation, we could assess the connectivity function directly based on lateral 

flow velocity in this work. The connectivity function in Western’s method describes the 

probability of two pixels being connected through a spatially continuous connection with higher 

than threshold value (e.g. 75th percentile) in  indicator variables such as  shallow soil moisture. In 

this work, we use the subsurface lateral flow velocity as the indicator variable: 

                              (9)  

 where τ(h) is the probability of two pixels being physically connected with a separation 

of h; h is the spatial separation of the two pixels [m]; x and x+h represent the two pixels; G is the 

set of pixels in simulation domain and A is the subset of G that has higher than threshold indicator 

value. Two pixels are connected only if there is a continuous path of pixels with indicator value 

larger than threshold. Following the algorithm in (Western et al., 2001), a code was written in 

MATLAB (MATLAB and Statistics Toolbox Release 2014a, The MathWorks, Inc., Natick, 

Massachusetts, United States) to 1) identify zones with higher than indicator value; 2) label 

connected zones; 3) Loop through all pixels (and its peers) to calculate the connectivity function. 

τ (h) = P(x↔ x + h | x ∈ A,x + h ∈G)
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Only omnidirectional connectivity is evaluated in this work. , Integral connectivity scale was 

calculated based on the integral of connectivity function over separation to quantify the  

hydrological connectivity at the watershed scale (Western et al., 2001): 

                                                       (10)  

 

2.6 Sensitivity Analysis 

We also investigated how are [Cl]D and [Cl]D-QD relationship affected by a suite of soil 

properties and rainfall conditions (precipitation amount). Among these, we found that Cl 

concentration and C-Q relationship are most sensitive to soil effective porosity Θe [m3/m3], Van 

Genuchten parameter β [-], macro pore conductivity Kmac [m/d] and precipitation. The sensitivity 

analysis performed here used a global calibration coefficient (GCC) approach detailed in (Pokhrel 

and Gupta, 2010; Shi et al., 2014), that is, the corresponding parameter value in each grid block 

are multiplied by a GCC. As such, spatial heterogeneity in the corresponding model parameter is 

kept to the same extent. The a priori soil parameter values and the plausible ranges of GCCs are 

listed in table 4-1. 

Table 4-1 RT-Flux-PIHM model parameters for the SA, their a priori values and ranges 
of plausible GCCs. The references are 1) (Beven and Binley, 1992) 2) (Gupta et al., 
1999) 3) (Anderton et al., 2002) 4) (Tang et al., 2006) 5) (Shi et al., 2013c) 

Parameter   A priori value  Plausible 
range of 
GCCs 

References 

   Soil type     
 Weikert Berks Rushtown Blairton Ernest   
Θe [m3/m3] 0.48 0.32 0.33 0.29 0.34 0.3~1.2 1,2 
β [-] 1.20 1.21 1.33 1.33 1.32 0.95~1.6 3,4 
Kmac [m/d] 1811.00 909.00 520.00 87.00 393.00 0.01~100 5 

 

ICS = τ (h)dh
0

∞

∫
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Based on data from the Pennsylvania State Climatologist website 

(http://climate.psu.edu/data/ida/index.php?t=3&x=shef&id=STCP1), the annual precipitation in 

SSHCZO ranges from 720 mm to 1500 mm in  the past 30 years. This corresponds to a GCC of 

precipitation range of 0.67~1.4.  In varying the precipitation, only the magnitudes of every 

precipitation events are altered. The temporal patterns of the precipitation events in SSHCZO are 

not changed.  

Single-parameter tests, or one-at-a-time (OAT) sampling is performed in this SA, in 

which only one parameter value is perturbed while the values of all other parameters kept to the 

base case values from the calibrated model parameters in Flux-PIHM that reproduced 

multivariable observations (Shi et al., 2013b). Parameter values are sampled linearly in the 

plausible GCC space. For parameter that has a wide range of GCC (Kmac), we sampled parameter 

values linearly in the logarithmic plausible GCC space. A list of GCCs used in this SA for each 

parameter could be found in table 2. 

Table 4-2 List of GCC values in single parameter SA test 

 Global Calibration Coefficients 
 A B C D E 
Θe  0.3000 0.5250 0.7500 0.9750 1.2000 
β  1.0000 1.1500 1.3000 1.4500 1.6000 
Kmac  0.0100 0.1000 1.0000 10.000 100.00 
QP 0.6700 0.8525 1.0350 1.2175 1.4000 

 

 

To evaluate the [Cl]D-QD relationships under different conditions, linear regression is 

used: 

                                            (11)  log([Cl]D ) = a log(QD )+b
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For each case, the slope a of linear regression and the coefficient of determination (R2) 

are reported. 

3. Results and Discussions  

3.1 Watershed Connectivity and the Role of Big Precipitation Events 

Hydrological connectivity. As revealed by many researchers, watersheds are dynamically 

connected throughout the year (James and Roulet, 2007; Jencso et al., 2009; McGuire and 

McDonnell, 2010; Western et al., 2001). In SSHCZO, watershed hydrological connectivity is 

affected by seasonality and precipitation events.  
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Figure 4-3 A: water storage in the saturated zone (m3/m2); the saturated zone in 
subsurface drives lateral flow velocity based on Darcy’s law; B: velocity of lateral 
saturated zone flow from RT-Flux-PIHM in logarithm color scale. White arrows indicate 
the directions of the lateral flows. Most saturated zone flows are directed towards the 
nearest stream or swales. Lateral flows on ridges are often directly flowing along the 
ridge towards the outlet of the stream; C: spatial pattern of flow velocities when  75th 
percentile velocity was used as a threshold; D: [Cl] concentration in the subsurface; E: 
omnidirectional connectivity as a function of separation (distance between grid blocks) at 
different times and the corresponding integral connectivity scale (ICS) [m]; F: ICS and 
precipitation as a function of time. The ICS here is in logarithmic scale. The three dates 
selected here has no significant preceding rainfall events to exclude the impact of 
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preceding rainfalls. Sudden increase in hydrological connectivity correlates to big rainfall 
events.   

Hydrological connectivity varies significantly in the SSHCZO in different season. In 

spring and winter (the first and third columns), SSHCZO is mildly connected, as saturated zones 

in riparian and swales drives subsurface water flows to the stream. As evapotranspiration 

becomes higher in summer, the saturated zone drastically shrank and led to a great decrease in the 

subsurface flow as well as hydrological connectivity (Figure 4-3A~C).  

Such changes in hydrological connectivity have significantly influenced the chloride 

transport in SSHCZO. As saturated zone retreated from the upslope region from spring to the 

summer, chloride in the upslope planar region became isolated. Its concentration is further 

amplified as evapotranspiration proceeded, as shown in figure 4-3D. Over time, the watershed is 

partitioned into mobile subsurface water characterized by lower chloride concentration and an 

relatively immobile water pool that trapped chloride with  much higher concentration. Although 

all the connected zones have low [Cl]L, not all low [Cl]L zones corresponds to higher lateral flow 

velocity or connected zones. This is because snapshots of lateral flow velocities are transient, 

while [Cl]L also depends on the preceding flow activities. Between different snapshots, 

precipitation events would advect chloride, leading to low [Cl]L channels along swales that may 

not necessarily shown as connected in the three selected snapshots. In December, these 

previously trapped chlorides in the upslope  is released and [Cl] returned to a more homogeneous 

distribution. 

Consistent with the spatial patterns, hydrological connectivity function shows much 

lower connectivity  in the dry summer and higher values in the wetter spring and winter. The 

integral connectivity scale decreased from 36.99 in Apr. 1st to 12.90 in Aug. 1st (Figure 4-3E). 

Spikes of ICS follows closely the precipitation events except in the summer with prolonged dry 

period due to high evapotranspiration (Figure 4-3F). In general, low ICS indicates a very narrow 
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drainage line while higher ICS indicates a wider drainage area sometimes including the entire 

watershed (Western et al., 2001). Each spike in ICS indicates a sudden increase in watershed 

hydrological connectivity induced by rainfall (Figure 4-3F).  

 

Figure 4-4 A: water storage in the saturated zone [m3/m2], which drives lateral flow 

velocity based on Darcy’s law in RT-Flux-PIHM; B: velocity of lateral saturated zone flow 

in logarithm color scale; The white arrows indicate the directions of the lateral flows. C: 

spatial pattern of flow velocity when 75th percentile velocity was used as a threshold; D: 

[Cl] concentration in the subsurface; F: ICS [m] and precipitation as functions of time. 

Big rainfall events. Sudden improvements in watershed hydrologic connectivity will 

mobilize the previously immobile subsurface water pool. As an example,  a series of rainfall in 

between September and October flushed the high [Cl]L soil water in the summer. In late 
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September, SSHCZO was still very dry and there were essentially no saturated zone or subsurface 

flow. Due to the lack of subsurface flow and ongoing evapotranspiration, [Cl]L reached its 

maximum level of the year with a volume-weighted average concentration of 67 µmol/L (Figure 

4-4 A~C, left figures). A series of rainfall wetted the watershed in late September and early 

October, leading to a gradual expansion of the saturated zone and an increase in subsurface flow 

(Fig 4-4 A~C, mid figures). The incoming rainwater also diluted subsurface wa4ter and reduced 

[Cl]L. On October 15th, a large storm event hit SSHCZO and suddenly led to a rapid expansion of 

saturated zone, much elevated subsurface flow and extremely high watershed hydrological 

connectivity (Fig. 4-4A~C, right figure). The sudden development of subsurface flow flushed a 

substantial amount of chloride into the stream, dropping the  volume-weighted average [Cl]L  to 

23 µmol/L. Figure 4-4D shows that ICS gradually increased as saturation expanded from Sept. 26th 

to Oct. 15th and then suddenly spiked up to 280.21. 

3.2 Stream Chloride Concentration  

Dynamic EMMA and RT-Flux-PIHM results 

Based on the end-member mixing model, [Cl]D is determined by the contributions from 

surface runoff, subsurface flow and deeper groundwater influx. As a result, [Cl]D fluctuates as the 

contributions from different source waters vary. Here we examine how QD, QS, QL and QG at and 

their concentrations vary at different times, and how [Cl]D  vary with different water dynamics.  
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Figure 4-5 A: contributions of different flow types to the stream as functions of time for 
dynamic EMMA method, flow rates are from RT-Flux-PIHM simulation. B: stream 
chloride concentration in data and calculated based on the dynamic EMMA method, 
together with chloride concentrations in different flows. C: stream chloride concentration 
predicted by RT-Flux-PIHM and by dEMMA with actual data. 

In figure 4-5A, flow rates of different flow types fluctuate constantly throughout our 

analysis. A typical progression of dominance in stream water during each precipitation event is 

found to be: 1) surface runoff; 2) subsurface flow. Such sequences have been repeatedly observed 

in watersheds of Pennsylvania (DeWalle and Pionke, 1994; Pionke et al., 1988). Surface runoff 

tends to be short pulses, while subsurface flow comes in slightly later with longer time duration 

after each precipitation event. In summer, when rainfall events are absent, the stream is 

dominated by deeper groundwater influx. In sum, from Apr. 1st to Dec. 31st 2009, 57.45% of total 
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days the stream water is dominated by subsurface flow, followed by 28.73% of time by deeper 

groundwater influx and 13.82% of time by surface runoff.  

Different source waters have very different chloride concentrations, as shown in figure 4-

5B. In general, [Cl]S is always the lowest among the three end-members . The [Cl]G is assumed to 

be constant over time. The [Cl]L is calculated based on RT-Flux-PIHM simulation, which takes 

into account the impact of hydrological land surface processes (precipitation, evapotranspiration, 

lateral flow to stream, etc.). Therefore, [Cl]L evolves in time as the subsurface water is 

dynamically mixed. The [Cl]L decreases when throughfall water with a lower chloride 

concentration enters subsurface. In summer, [Cl]L gradually increases due to higher 

evapotranspiration and surpassed [Cl]G. 

The resulting [Cl]D modeled by dynamic EMMA method reflects changes both in flow 

rates and source water concentrations. When stream water is dominated by subsurface flow, [Cl]D 

is also closely tracking [Cl]L except for summer. In summer, stream is more dominated by deeper 

groundwater influx, so [Cl]D was approaching the level of [Cl]G. Occasionally, [Cl]D moves lower 

when surface runoff with a lower [Cl]S dominates at initial stages of precipitation events.  

 The [Cl]D generated by dynamic EMMA methods and RT-Flux-PIHM model converge to 

each other (figure 4-5C). Comparing the [Cl]D from dEMMA, RT-Flux-PIHM model and data we 

found two interesting facts. First, dEMMA predicted more sudden dips in [Cl]D than RT-Flux-

PIHM did when surface runoff dominates. Because [Cl]D changes instantly in dEMMA when 

contributions of different source waters are varied. In reality, transition of source water in the 

stream takes time and happens in different segments of the stream at different time. The final 

effect of such transition at the stream outlet is often smoothened. A brief dominance of surface 

runoff will not necessarily lead to a strong [Cl]D dip as indicated by EMMA method. 

Secondly dEMMA completely missed the concentration spike in data in November. The 

[Cl]D in dEMMA was close to [Cl]L at that time as the stream was dominated by the subsurface 
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flow. The data also shows that the [Cl]D at this time is higher than that of any end-member, 

indicating dEMMA is not able to resolve [Cl]D spike no matter which end-member dominates. 

However, RT-Flux-PIHM model captured this spike albeit with a delay compared to data. The 

November “flushing spike” is in fact the result of the release of the trapped chloride by sudden 

improvement of hydrological connectivity. Upslope soil water will contribute to stream 

substantially when hydrological connectivity suddenly improves. If [Cl]L in upslope subsurface 

water is very different to the [Cl]L in the well connected riparian, and swale subsurface water, 

such a contribution will change [Cl]D significantly. In this work, upslope soil [Cl] has increased 

significantly during the summer. Therefore, when watershed hydrological connectivity increased 

and upslope area becomes more saturated, the higher concentration upslope subsurface water will 

be flushed into the stream to form a “flushing spike”. Such a transition of stream source water has 

also been discussed elsewhere (McGuire and McDonnell, 2010).  

Since the dynamic EMMA method used here does not include such a source water 

transition, the “flushing spike” is not modeled. Additional end-member, such as an upslope soil 

water end-member could be included in EMMA method. However, the contribution and 

composition of this end-member remain highly uncertain to quantify. 
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Watershed Box Model 

 

Figure 4-6 A: Inputs, outputs and storage of watershed in the watershed box model. The 
inputs include precipitation QP [m3/(m2d)] and deeper groundwater influx QG [m3/(m2d)]. 
The outputs include stream discharge QD [m3/(m2d)] and evapotranspiration QE 
[m3/(m2d)]. The input and output fluxes are in logarithmic scale. The storage of linear 
reservoir h [m3/m2] (grey curve) drops in summer due to elevated evapotranspiration. B: 
The stream discharge [Cl]D in data and calculated based on RT-Flux-PIHM, and based 
on watershed box model, together with chloride concentrations in different flows. 

In the watershed box model, both the storage of water and the chloride concentration are 

solved numerically. Figure 4-6A shows that the storage of water decreased from April to late 

September, mainly due to an increase in evapotranspiration. High discharge always follows 

precipitation event, however, stream discharges tend to last longer. Evapotranspiration is at its 

highest in the summer months. The deeper groundwater influx is assumed to be always constant.  

The [Cl] varies as a result of these input and output flows and evolution of the water 

storage. Compared to data and the [Cl]D modeled by RT-Flux-PIHM, the watershed box model 

overestimated stream [Cl] in the summer and underestimated [Cl] during the “flushing spike”. 

The RT-Flux-PIHM showed lower [Cl]D in summer because the stream in summer is only 

draining soil water from valley floors and swales, which have a lower soil chloride concentration 

(Figure 4-3D). In this watershed box model, however, the stream is draining water from the 



115 

 

simple linear reservoir that have a uniformly elevated chloride concentration. For the same 

reason, the watershed box model is not able to reproduce the flushing spike that is originated 

from the sudden increase in upslope soil subsurface flow which brings higher chloride 

concentration soil water to the stream.  

3.3 Hydrological Connectivity and [Cl]D-QD relationship 

It has been demonstrated that the stream in SSHCZO is draining from different drainage 

areas at different seasons or during different stages of a particular rainfall events. In this section, 

we will discuss the [Cl]D-QD relationship trends under high (ICS>10m) and low (ICS≤10m)  

watershed hydrological connectivity phases.  

 

Figure 4-7 [Cl]D-QD relationship under high (ICS>10m, blue circles) and low (ICS≤10m, red 
circles)  watershed hydrological connectivity. Simple linear regression statistics are 
performed for all data points, the high connectivity periods and low connectivity periods. 

We found that the [Cl]D-QD slope a is -0.26 for all data, -0.28 for high connectivity 

periods and -0.07 for low connectivity phases. The [Cl]D-QD slope for low connectivity periods is 

flatter because deeper groundwater influx dominates stream flow in those phases, which has a 

constant concentration. During high connectivity phases, higher precipitation leads to expansion 

of the saturation zones, induces higher level of transient subsurface flow, which effectively 
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enhance the mixing of soil water in the entire watershed. Precipitation also introduces low 

concentration end-members into the stream water mixture. Therefore, concentration is lowered at 

high discharge and thus the [Cl]D-QD is showing a near-dilution behavior. 

4. Sensitivity Analysis 

4.1 Soil Porosity 

 

Figure 4-8 Under five different effective porosity conditions, the actual porosity in the 
field is equal to the GCC multiplies the base case soil porosity distribution, A: 
contributions of different flows to the stream; B: temporal evolution of ICS [m] in 
logarithmic scale, evaluated based on hydrological connectivity function using the base 
case 75 percentile lateral subsurface flow as thresholds (0.18 m/d), the median of ICS is 
also reported on plot; C: temporal evolution of [Cl]D (data and RT-Flux-PIHM simulation), 
[Cl]S, [Cl]L and [Cl]G; D: log-log plot of [Cl]D-QD relationships, slopes a for simple linear 
regressions of each trendline (black for all data, red for low connectivity phase and blue 
for high connectivity phase) are also reported on plots.   

As we increase the effective porosity in SSHCZO, surface runoff increased slightly while 

subsurface flow increased substantially, especially in the summer (figure 4-8A). The groundwater 

influx rate is the same as the base case (GCC=0.5, Figure 4-3). Less fluctuation in QL is also 
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observed. This is because during rainfall events, the water head in saturated zone will increase 

more in a low porosity soil for the same amount of precipitation, which will drives larger lateral 

subsurface flow. The mean ICS in the summer also improves from 15.51 m (Jun.1st to Sept. 30th) in 

the low porosity case to 21.70 m in the high porosity case (figure 4-8B). This means the 

watershed is better at retaining water during summer in high porosity conditions. .  

The variations in the [Cl]D could be interpreted in an EMMA framework (figure 4-8C). 

For the source waters, the [Cl]S and [Cl]G (green and black curves) for all cases are the same as 

the base case (figure 4-3). In the subsurface, however, chloride concentration in the summer is 

controlled by the porosity. The [Cl]L in summer (blue curve) is higher for low porosity case than 

in the high porosity cases. This is because lower porosity leads to less water storage. In summer, 

concentration will increase more due to evapotranspiration when water storage is less. 

As a mixture of the source waters, the [Cl]D generally follows the concentration of the 

dominant source water. For lower porosity cases [GCC(Θe)<=0.7500, corresponding to a field 

mean effective porosity of 0.30 m3/m3], stream water is mostly dominated by deeper groundwater 

influx in the summer and by subsurface flow for the rest of times. Therefore [Cl]D is close to 

[Cl]G in summer and close to [Cl]L in the rest of times (except for GCC(Θe)=0.3000 case).  

Occasionally, stream water is receiving a large contribution from surface runoff, which leads to 

sudden drops in [Cl]D. For higher porosity cases, subsurface flow is almost prevalent in the entire 

year. Therefore, the [Cl]D closely track [Cl]L. 

We also observed that occasionally [Cl]D will exceed the concentration of all three end-

members (figure 4-8C), resulted from “flushing events”. We see the more flushing spikes in 

lower porosity cases. In higher porosity cases, such spikes disappear. For flushing spike to form, 

it requires 1) the existence of upslope subsurface water with much higher [Cl]L, which is the 

result of low hydrological connectivity in the watershed; and 2) sudden improvement in 

hydrological connectivity. Lower porosity cases are prone to have sudden improvement in 
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hydrological connectivity (figure 4-8B). For the lowest porosity case, post-summer hydrological 

connectivity improved as early as late September while the highest porosity case did not see a 

significantly improvement until mid-October. This is because saturation can expands to much 

larger area for the same amount of precipitation if we have lower porosity. For higher porosity 

cases, the expansion in saturated zone, and the improvement in hydrological conductivity, is 

much more gradual. In sum, higher porosity also leads to a reduction in flushing spike events. 

For the [Cl]D-QD relationships, we separate data points into two phases as in the previous 

discussion: a high connectivity phase (ICS > 10m) where subsurface flow is dominant and a low 

connectivity phase (ICS <= 10m) where deeper groundwater influx is dominant. Linear regressions 

for all data and the two regimes are also plotted in figure 4-8D. As we move to the higher 

porosity cases, the slope for the high connectivity phase becomes flatter, as higher porosity 

mitigates the concentration variations caused by either evapotranspiration or sudden upslope 

subsurface runoff. The slope for the low connectivity phase decreases with increasing porosity, 

suggesting stronger dilution in high porosity cases. Furthermore, we found that the slope of the 

high connectivity phase is a linear function of the median ICS, with a coefficient of determination 

of 0.98. Larger hydrological connectivity in highly porous watershed contributes to the 

chemostatic behavior of chloride in stream water. 

 

Figure 4-9 Slopes a for high connectivity phases in different porosity conditions are 
linearly correlated to the median ICS.  
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In this SA, we found that a distribution of soil porosity ranging from 0.29~0.60 in 

SSHCZO is able to produce a near chemostatic [Cl]D-QD relationship (a=-0.17~-0.13). Such a 

porosity range falls in the higher ends of typical soil porosity distributions in catchments. E.g., 

Reported soil porosity in several catchments ranges from 0.15~0.66 (the Institute of Hydrology 

Gwy Experimental Catchment, Plynlimon, mid-Wales: 0.15~0.60, Tuscon: 0.33~0.66, Hafren 

catchment, Wales: 0.35~0.55) (Beven and Binley, 1992; Chen et al., 2002; Gupta et al., 1999). 

No extra large hydrological water storage is required to produce such a near-chemostatic behavior 

in chloride. However, more chemostatic [Cl]D-QD relationship (a>-0.13) could not be obtained 

unless extra large porosity is assumed, or other non-conservative processes are considered, as 

noted by (Chen et al., 2002). Lower soil porosity will lead to steeper [Cl]D-QD relationship. 

4.2 Soil Van Genuchten Parameter β  

 The Van Genuchten equation, implemented in RT-Flux-PIHM for recharge calculations, 

describes the ability of soil to retain water in the unsaturated zone (Van Genuchten, 1980): 

Θ =Θr +
(Θe −Θr )

[1+ (αh)β ](1−1/β )
                                             ( 12 

 where Θ is the soil water content in unsaturated zone [m3/m3]; Θr and Θe is the residual 

soil water content and saturated water content, or effective porosity [m3/m3]; h is the pressure 

head [m];  both α [m-1] and β [-] are fitting parameters. Both α and β are larger for coarser 

materials like silt, sand and smaller for clayish materials. Smaller α and β means the soil is more 

able to retain water and leads to smaller relative hydraulic conductivity in unsaturated zone. 

Therefore recharge from the unsaturated zone to the saturated zone will be slow. Larger α and β 

means the soil will not retain water as effectively and also permits a higher hydraulic conductivity 
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in the unsaturated zone (Van Genuchten, 1980). Therefore recharge from the unsaturated zone to 

the saturated zone will be quick. Although we tested the sensitivity of  [Cl]D-QD on both soil Van 

Genuchten parameter α and β, we found effects of varying α on [Cl]D-QD is much smaller than 

that of varying β. In this section, we will focus on the effects of varying β. 

 

Figure 4-10 Same as figure 4-8, but under different soil Van Genuchten β conditions 
manipulated by varying GCC for β. 

In figure 4-10A, as we increase β, surface runoff increased slightly but subsurface flow 

increased substantially. This is because as β increases, water retained in the unsaturated zone will 

become less, and more water will enter the saturated zone, which drives lateral subsurface flow. 

Also, lower β creates a higher pressure head difference between surface water and subsurface 

unsaturated zone, therefore directing more surface water into infiltration, reducing surface runoff. 

For lower β cases, as more soil water are tightly bounded to the unsaturated zone, lateral 

subsurface flow that emerges from saturated zone will be limited. Therefore we observe a very 

limited hydrological connectivity in watershed (figure 4-10B). As we increase β, subsurface flow 

becomes more prevalent and the hydrological connectivity is also improved. In the highest β case, 
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water flows quickly downward into saturated zone before they evaporate. Therefore ICS is large 

even in summer months. 

In figure 4-10C, the [Cl]L in summer (blue curve) is higher for low β case than in the high 

β cases. This is the result from a longer residence time of subsurface water and more 

evapotranspiration in the unsaturated zone. The [Cl]D generally follows the concentration of the 

dominant source water. However, we also observe many flushing spikes where [Cl]D exceeds 

concentrations of all three end-member, especially for lower β cases. For the highest β case, 

rainfall quickly infiltrates and recharges to saturated zone, therefore, the [Cl]L, [Cl]D are all close 

to [Cl]S. 

 The [Cl]D-QD of low β cases indicates a strong divide between low and high hydrological 

connectivity controlled phases (figure 4-10D). As we increase β, slopes for [Cl]D-QD trend lines 

of the two phases are closer and the low connectivity phase eventually disappeared in highest β 

case. However, the slope for high connectivity phase is negatively correlated to the median ICS. 

suggesting that higher β will promote a dilution behavior in [Cl]D-QD.  

 

Figure 4-11 Slopes a for high connectivity phases in different β conditions are linearly 
correlated to the median ICS.  
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4.3 Macropore Conductivity Kmac 

 

Figure 4-12 Same as figure 4-8, but under different soil Kmac conditions. 

Macropore conductivity controls how quickly the watershed discharges the incoming 

rainwater from high precipitation events in the subsurface. Under low Kmac conditions, the 

subsurface flow is smaller but last longer, which also affect surface runoff. Since discharging of 

subsurface water after rainfalls is slow, precipitation afterwards will be directly to surface runoff. 

Under high Kmac conditions, both surface runoff and subsurface flow becomes quick pulses 

(figure 4-12A).  

In the lowest Kmac case, the subsurface flow is slower than 0.18 m/d that in the entire 

simulation in the watershed, which is the threshold of hydrological connectivity (based on the 75 

percentile of lateral subsurface flow of base case). Therefore, the ICS is always very low (figure 4-

12B). As we increase Kmac, ICS also increases. However, further increase of Kmac leads to more 

transient changes in ICS and actually lowers the median ICS. 

Although the hydrological dynamics are sensitive to changes in Kmac, it appears that 

varying Kmac by five orders of magnitude changed little in the [Cl]L and [Cl]D (figure 4-10C). The 
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[Cl]L is slightly higher in summer in lowest Kmac case, due to longer traveling time of water. 

“Flushing spikes” are only observed when larger Kmac is used. The slope of [Cl]D-QD becomes 

steeper as Kmac increases.  

4.4 Precipitation 

 

Figure 4-13 Same as figure 4-8, but under different precipitation conditions 

In figure 4-13A, both surface runoff and subsurface increased substantially as 

precipitation increased. Therefore, discharge also increased. Figure 4-13B shows that the ICS 

improves with higher precipitation, suggesting a better connected watershed with shorter low 

connectivity phase. For the lowest QP case, the watershed started to enter low hydrological 

connectivity phase as early as April. 

The [Cl]L in summer (blue curve) is higher for low QP case than in the high QP cases. 

This is because of less precipitation to replace old water. This also leads to a much higher [Cl]D in 

summer when subsurface flow contributes to the stream. Both [Cl]L and [Cl]D
 decreases for larger 

precipitation cases as subsurface flow becomes the dominant source water. 
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The two regimes of [Cl]D-QD discussed in the low porosity cases also appear in the low 

QP case, suggesting [Cl]D-QD of the system is behaving very differently as different level of 

hydrological connectivity controls the field. As we increase precipitation, [Cl]D-QD trend lines of 

the two phases also merge into one trend. However, the slope for [Cl]D-QD is steeper in high QP 

condition, as more surface runoff and subsurface flow with lower [Cl] contributes to the stream, 

leading to a dilution behavior. 

5. Conclusion 

In the discussions above, we found that [Cl]D variations could be attributed to transitions 

between source waters. Such transitions could be event-based, seasonal or dependent on 

hydrological connectivity. During each precipitation events, [Cl]D is first lowered to [Cl]S level 

and then gradually increases back to the level of [Cl]L or [Cl]G, which reflects a transition in 

source water as different flow types dominates stream flow progressively. In summer months, the 

subsurface [Cl]L increases as evapotranspiration elevates, which will be reflected in the stream 

water when surface flow contributes to stream. Hydrological connectivity may increase as the 

watershed responds to big precipitations, which leads to “flushing spikes” where outsized upslope 

subsurface flow contributing to stream that alters [Cl]D. 

The [Cl]D is generally close to subsurface [Cl]L if the watershed is well connected in the 

subsurface (e.g. during spring and winter). However, two major forces that can significantly drive 

up [Cl]D. Summer evapotranspiration will elevate subsurface [Cl]L, which will be reflected in 

stream water. The second is “flushing spikes” which requires 1) the existence of upslope 

subsurface water with much higher [Cl]L and 2) sudden improvement in hydrological 

connectivity. In addition, excessive surface runoff will lead to a dilutive stream water [Cl]D-QD. 
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Therefore, the chemostasis of [Cl]D-QD requires the watershed characteristics that is able 

to mitigate those driving forces. In our analysis, larger water storage (in this work, by increase 

porosity) is capable of mitigating such driving forces and will lead to more chemostatic [Cl]D-QD. 

However, higher soil Van Genuchten parameter β (more sandy, silty soil, well-drained soil), 

larger macro pore conductivity or larger precipitation level will lead to more active surface/ 

subsurface flow and stronger dilution behavior in [Cl]D-QD. In additional, if the hydrological 

connectivity is limited in the watershed, [Cl]D-QD may be governed by two phases: a low 

connectivity phase where [Cl]D is mainly dictated by deeper groundwater influx and a high 

connectivity phase where [Cl]D reflects more mixing of subsurface and surface water end-

member. In sum, although chloride is often suggested as a chemostatic tracer in watersheds, we 

found such chemostasis is not guaranteed. Nonetheless, the behaviors of chloride [Cl]D-QD are 

strong indicators of the local watersheds characteristic.  

We also found that EMMA framework could explain some of the variance we observed 

in stream water chloride concentration evolution, if accurate end member contribution at each 

moment could be obtained (e.g. in this work from detailed simulation with RT-Flux-PIHM). 

Therefore, EMMA method could be used as a convenient proxy model to understand the complex 

coupled hydrological mass transfer problem at watershed scale. However, the EMMA method 

does not explain flushing spikes unless additional upslope end-member is introduced.  
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Chapter 5  
 

Summary  

In this dissertation, the governing equations, numerical methods and algorithms for a 

system that couples flow dynamic, mass transfer and geochemical reaction is discussed. The 

development of RT-Flux-PIHM presents an integrated approach to study this complex system, 

e.g. to understand and quantify the hydrologic controls on water chemistry and geochemical 

reactions, and to explain the spatiotemporal variation in watershed water chemistry. RT-Flux-

PIHM further extends the capability of hydrological and land surface model Flux-PIHM by 

adding a reactive transport module that enables explicit modeling of mass transfer and 

geochemical reactions, including mineral dissolution, precipitation, and ion exchange. RT-Flux-

PIHM is the first model that provides such process integrations at watershed scale. 

The model is evaluated at SSHCZO, based on field surveys and previous modeling 

efforts. The non-reactive transport of chloride is first analyzed using this model. For the chloride, 

its stream water concentration is controlled by inputs from rain and the hydrological connectivity 

of watershed. The well-connected watershed in the wet season allows fast flushing and less 

chloride storage in the watershed. In contrast, the less connected watershed in the summer allows 

more Cl storage; however, in the dry times, the catchment also allows only low flow from a 

relatively small connected area. Large rainfall events connect the whole watershed and wash out 

these “old water” pockets of high Cl concentrations – however, by the time the water emits at the 

stream mouth it is dilutes significantly. This seasonal change in hydrological connectivity at the 

watershed scale essentially regulates the chloride concentration and maintains its chemostatic 

behavior.  

The reactive transport of magnesium is also studied in this dissertation. The data for the 

reactive species Mg were reproduced by tuning specific surface area of clay minerals, cation 



127 

 

exchange capacity, and groundwater influx rate. Magnesium concentrations are regulated by the 

interplay between clay dissolution and groundwater influx as sources and discharge as sink while 

ion exchange acts as the storage buffer. Faster clay dissolution in the wet season with more 

abundant water is accompanied by more diluted groundwater influxes to the stream at the mouth 

by more discharge. In the dry summer, the slower clay dissolution is accompanied by less diluted 

groundwater influxes at the stream mouth and lower discharge. Cation exchange buffers the 

magnesium concentration by storing an order-of-magnitude higher magnesium on exchange sites 

than in pore water and therefore serving as a large Mg pool. Large rainfall events flush out 

significant amount of stored Mg on the exchange sites while also diluting the waters, leading to 

similar Mg concentrations in the stream waters in large and small rainfall events. The interplay 

between these processes evens out seasonal differences and results in the chemostatic behavior of 

magnesium. In general, the multiple processes work together to generate the relatively 

chemostatic behavior for both solutes.  

We found that chloride concentration in stream outlet ([Cl]D) variations are attributed to 

transitions between source waters. Such transitions are event-based, seasonal or dependent on 

hydrological connectivity. Using dEMMA method, we found that during each precipitation 

events, [Cl]D is first lowered to [Cl]S level and then gradually increases back to the level of [Cl] 

or [Cl]G, which reflects a transition in source water as different flow types dominates stream flow 

progressively (Evans and Davies, 1998). In summer months, the subsurface [Cl] increases as 

evapotranspiration elevates, which is then reflected in the stream water when surface flow 

contributes to stream. More comprehensive RT-Flux-PIHM model shows that hydrological 

connectivity increases as the watershed responds to big precipitations, which leads to “flushing 

spikes” where outsized upslope subsurface flow contributing to stream that alters [Cl]D. 
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Numerical sensitivity tests on RT-Flux-PIHM model of SSHCZO show that certain 

watershed characteristics is capable of mitigating those transitions, including larger porosity, 

smaller precipitation level and soil Van Genuchten parameter β, which lead to more chemostatic 

[Cl]D-QD. Larger watershed porosity will increase the water storage in place and improve 

hydrological connectivity even during the dry seasons, therefore reduces the variations in [Cl]D. 

Larger precipitation level and higher soil Van Genuchten parameter β (more sandy, silty soil, 

e.g.) will lead to more active surface/ subsurface flow and stronger dilution behavior in [Cl]D-QD. 

In sum, although chloride is often suggested as a chemostatic tracer in watersheds, we found such 

chemostasis is not guaranteed and dependent on watershed characteristics.  

We also found that EMMA framework could explain most of the variance we observed in 

stream water chloride concentration evolution, if accurate end member contribution at each 

moment could be obtained. Therefore, EMMA method could be used as a convenient proxy 

model to understand the complex coupled hydrological mass transfer problem at watershed scale. 

However, the EMMA method does not explain flushing spikes unless additional upslope end-

member is introduced, which leads to an underestimation of chloride concentration in such events 

compared to data and RT-Flux-PIHM simulation.  

In conclusion, although the importance of individual processes has been discussed in the 

literature (Clow and Mast, 2010; Godsey et al., 2009; Herndon et al., 2015; Jencso et al., 2009; 

Jin et al., 2011a; Maher and Chamberlain, 2014; McGuire and McDonnell, 2010), the lack of 

process integration prevented a unified understanding on the controls of stream water solute 

concentrations and evaluation of the relative strength of these different controls. RT-Flux-PIHM 

offers process-based modeling that integrates different processes while at the same time can 

separate and interrogate the importance of each mechanism. In addition, the ability in RT-Flux-

PIHM to resolve the spatial distributions of solute concentrations allow researchers to investigate 

the effects of topographic, hydrological and geochemical heterogeneities on solute reactive 
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transport, as demonstrated in this work. As such, it holds the potential of resolving long-standing 

puzzles in understanding watershed processes by integrating complex hydrogeochemical 

processes and identifying key controls under a variety of topological, hydrological, and 

geochemical conditions. 
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Chapter 6  
Future Research 

In the last few years, the interactions between hydrological and geochemical processes at 

watershed scale, and the impact of this interaction on mass transfer, mineral weathering and 

concentration discharge relationship (CQ) have received much attention. Based on our work, I 

suggest four interesting directions for future works. 

First, hydrological connectivity strongly limit and regulates the mass transfer within 

watershed. It is collectively controlled by soil properties, magnitude of precipitation and 

watershed topography. We studied the chloride concentration discharge relationship in a small, 

first order, V-shaped watershed SSHCZO. An important task is to study how other watershed 

topography and characteristics affect the mass transfer and resulted concentration discharge 

relationships. E.g. is hydrological connectivity still relevant in controlling solute CQ for a much 

larger watershed?  

Second, within SSHCZO, minerals are less depleted in regolith on the north side 

compared to the south side, while more soil organic carbon (SOC) is accumulated in the north 

side than the south side. It has been hypothesized that water subsurface flow is the strongest 

control on element depletion. And we did see more frequent subsurface flow in the south side 

compared to the north side in 2009. However, as only short term (1~2 year) simulations are 

conducted for SSHCZO, we failed to identify significant difference in mass accumulation or 

depletion between the two slopes in our simulation results. It is likely the differences in depletion 

or SOC accumulation occurred during a much longer time scale. To investigate this hypothesis, 

further optimization and acceleration is needed for RT-Flux-PIHM to conduct simulations on the 

102~103 year time scales. 
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Figure 5-1 Spatial patterns of soil organic carbon storage (A) and the frequency of being 
hydrological connected (B). A is adapted from (Andrews et al., 2011) 

 

Third, groundwater influx is found to be very important source water to stream in this 

work. However, it is simplified as a source both constant in flux and in solute concentrations in 

our discussions. Groundwater can penetrate into shallow water systems through fractures. 

Accurate quantification of deeper groundwater contribution in the field and the capability for 

numerical hydrological simulators to model this fractured groundwater flow are highly desirable.  

Fourth, the effective surface areas for mineral kinetic reactions in the unsaturated zone in 

this work are assumed to depend on saturation. However, both experimental work and smaller 

scale (pore scale, column scale) simulations are required to further investigate the controlling 

mechanisms of mineral dissolution in unsaturated flowing aqueous phase/ multiphase flow. It is 

still unclear how localized heterogeneities in physical and chemical properties will affect this 

process, as well as how to upscale smaller scale understandings to larger scale applications.
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Appendix A  
 

User Manual of RT-Flux-PIHM 

1. Introduction to the input files of RT-Flux-PIHM 

RT-Flux-PIHM relies on a text file based user interface. Multiple input files are required 

by RT-Flux-PIHM to set up the heterogeneous distribution of physical and chemical properties in 

the simulation domain. An overview of the input files can be found in the following figure: 

 

Figure A-1 Input files required by the Flux-PIHM component and the RT component, 
respectively. 
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2. Input File Format 

Table A-1 Input files for RT component 

projectName.txt Specifying the project name 
*.chem Specifying the initial chemical condition and solving techniques 
*.cdbs The geochemical database 
*.cini Specifying the distribution of the initial geochemical condition in the field 
*.prep The time series of the rainwater solute concentration 

2.1 projectName.txt 

This file is used to indicate the name of the project. All the input files for this project 

should have the same filename but with different suffix. For input files for Flux-PIHM, please 

refer to the Flux-PIHM input file format document. 

2.2 *.chem  

The asteroid here is the project name specified in projectName.txt. The structure of the 

chemical condition file “*.chem” is very similar to the input file of the reactive transport code 

Crunchflow. Within the file, both “#” and “!” could be used to comment. It is recommended to 

use “#” to supply general comments on this text file interface and use “!” to comment out 

unwanted specifications. This file is divided into several blocks. Within each block, keywords are 

used to specify simulation options. Reserved block names are: 

TITLE 
RUNTIME 
GLOBAL 
INITIAL_CONDITIONS 
OUTPUT 
PUMP 
Condition 
PRECIPITATION 
SECONDARY_SPECIES 
MINERALS 
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TITLE 

Title or general comments of the project, it will not be read by the RT simulator. 

RUNTIME 

A full list of RT runtime variables is listed in the following table: 

Table A-2 Runtime variables in RT 

Variables Value Type Value range Remarks 

tvd Bool True/false 
Please refer to TVD section in code 
function part. Increase accuracy if 
enabled at the price of reducing speed. 

output Integer >0 Frequency of chemical output, in hours 
activity Integer 0/1 If enabled (1), use activity model 

act_coe_delay Integer 0/1 If enabled (1), activity coefficient is not 
updated in every solving iteration 

thermo Integer 0/1 
If enabled (1), RT simulator will use 
temperature data to compute chemical 
equilibrium and kinetics 

relmin Integer 0/1 
If enabled (1), mineral volume fraction 
will be relative (to total mineral volume 
fraction) 

effads Integer 0/1 If enabled (1), RT simulator will use 
effective adsorption mode (MIM) 

transport_only Integer 0/1 
If enabled (1), RT simulator will enter 
transport only mode. Reaction will be 
skipped. 

precipitation Integer 0/1/2 

0: no precipitation concentration will 
be specified (0 solute concentration in 
precipitation assumed) 
1: precipitation concentration will be 
specified in this file follow 
PRECIPITATION keyword 
2: precipitation concentration will be 
specified in *.prep file as a time series 

RT_delay Integer >0 
Run RT simulator after certain days 
from the start of Flux-PIHM 
simulation. 

Condensation Double >1 
The concentration ratio between 
throughfall and rainwater, generally 
1.0~5.0 

AvgScl Integer >0 Average scaling factor, in minutes. 



136 

 

Generally 0~30. If runtime error is 
encountered, reduce this number until 
no error is reported. 

  GLOBAL 

 A full list of global variables used in RT simulator is listed in the following table: 

Table A-3 Global variables in RT 

Variables Value Type Value range Remarks 

t_species Integer >0 

Number of total primary species 
including minerals. An easy way to get 
this number to from the number of lines 
in each chemical condition block. 

s_species Integer >0 Number of secondary species 
minerals Integer >0 Number of minerals 
adsorption Integer >0 Number of primary adsorption species 

cation_exchange Integer >0 Number of primary cation exchange 
species 

mineral_kinetic Integer >0 Number of kinetic mineral reactions 
aqueous_kinetic Integer >0 Number of kinetic aqueous reactions 
diffusion Double >0.0 Fixed diffusion coefficient, in cm2/s 
dispersion Double >0.0 Fixed dispersivity, in m. 
cementation Double >0 Cementation factor 

temperature Double >0 Field temperature in oC, voided if 
thermo option is enabled. 

 

INITIAL_CONDITIONS 

 Chemical properties of soil and water are highly likely to be very heterogeneous. To 

account for this heterogeneity, we provide two ways to specify the spatial distribution of chemical 

conditions. The first method is to directly specify the chemical conditions for groups of finite 

elements in the field in this keyword block. The second method is to use *.cini file to specify 

chemical condition for every finite elements one by one. To use the first option, the users can use 

syntax like: 

 CONDITION_NAME    1-1070 
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 This specification gives the chemical condition “CONDITION_NAME” to elements 1 to 

1070. 

 CONDITION_NAME  1,2,3,4,5 

 This specification gives the chemical condition “CONDITION_NAME” to elements 1, 2, 

3, 4 and 5. 

 Multiple conditions could be specified at once: 

 CONDITION_NAME1   1-1070 
 CONDITION_NAME2   500-600 
 CONDITION_NAME3   550-602 
 CONDITION_NAME4   703,704 

 This specification assign “CONDITION_NAME1” to elements 1 to 1070, and then 

assign “CONDITION_NAME2” to elements 500 to 600. Later assignments will overwrite 

previous assignments in this case. Each of the CONDITION_NAME appeared here should be 

defined in later sections of this input file using “Condition” keyword as a prefix.  

 To use the second option, the users should attach FILE keyword right after 

INITIAL_CONDITIONS keyword in this block and then specify the filename of the initial 

condition distribution. E.g: 

 INITIAL_CONDITIONS  FILE shp.cini 
 END 

 FILE keyword has a higher priority than direct specifications. If FILE keyword appears 

after INITIAL_CONDITIONS, the code will skip specification made in the first method. E.g.: 

 INITIAL_CONDITIONS  FILE shp.cini 
 CONDITION_NAME1   1-1070 
 CONDITION_NAME2   500-600 
 CONDITION_NAME3   550-602 
 CONDITION_NAME4   703,704 
 END 

 The code will read shp.cini regardless the specifications made within this block. Also 

note that the number of elements is doubled in RT compared to Flux-PIHM. Each Flux-PIHM 

element is further divided into the unsaturated zone element and the saturated zone element. 

Suppose there is Num_Ele elements in Flux-PIHM, there will be 2* Num_Ele elements in RT. 

The first Num_Ele elements are saturated zone elements and the Num_Ele+1 to 2* Num_Ele 

elements are unsaturated zone elements.   
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OUTPUT 

 This keyword is used to output chemical concentration time series in certain elements, 

followed by the total number of elements that the user wishes to see the concentration evolution. 

E.g.: 

 OUTPUT 3 
 1100 
 500 
 100 
 END 

 This specification will instruct the code to output chemical concentration time series for 

elements 1100, 500 and 100. The output file generated in this manner will be named *1100.btcv, 

*500.btcv, *100.btcv, respectively. The asteroid here is the project name. 

PUMP 

 This keyword is used to specify the location and the injection rate of injecting wells/ 

groundwater influxes, followed by the total number of injection/ influx elements. For example: 

 PUMP  1 
 1109      Mg++      1000 
 END 

 Specifies a groundwater influx at element 1109 that will induce an inflow of Mg++ of 

1000 mol/year. Note that substantially large injection rate relative to the soil water concentration 

will lead to non-convergence of code due to sudden jumps in the total concentration induced by 

injection. 

Condition 

 This keyword is used to specify the details of the chemical conditions specified in 

INITIAL_CONDITIONS. Multiple total concentrations of primary species could be specified in a 

way that is very similar to CRUNCHFLOW. E.g.: 

 Condition MS 
 pH                4.48 
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 HCO3-         8.0E-4 
 Mg++           7.05E-5 
 Cl-                3.12E-5 
 Na+              18.5E-6 
 H4SiO4        1.00E-8 
 K+                1.53E-5 
 shillite          0.2690    -ssa    0.08 
 shchlorite     0.0669    -ssa    0.01 
 Kaolinite      0.0283    -ssa    70.0 
 Quartz          0.6358    -ssa    70.0 
 FeOOH        1.00E-5  -ssa    70.0 
 >SOH           1.00E-5 
 END 

 For method to specify chemical concentration, please refer to CRUNCHFLOW’s user 

manual. 

SECONDARY_SPECIES 

 This block is used to specify the secondary species that the users would like to track. A 

complete list of the available secondary species resulted from the specified primary species could 

be generated via running a CRUNCHFLOW instance with the same primary species set using the 

database_sweep option. 

MINERALS 

 The kinetic mineral reactions are specified here. This block follows a similar format as 

the corresponding block in CRUNCHFLOW input file. 

PRECIPITATION  

 This block is used to specify a static rainwater composition.  
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2.3 *.cdbs 

 The chemical database file *.cdbs has the exactly same format as CRUNCHFLOW’s 

database files. In fact, the users can use RT’s database file and CRUNCHFLOW’s database file 

interchangeably. For a complete description on the CRUNCHFLOW’s database file, please refer 

to CRUNCHFLOW user’s manual. 

2.4 *.cini 

 The initial chemical condition file *.cini is used to specify the spatial distribution of 

chemical conditions in the field. This file is simply a full list of elements and the chemical 

condition they belong to.  

 File Structure: 

 

 

 Description: 

Variables Value Type Value range Remarks 
Index Integer >0 Index of element 
Condition 
index Integer >0 Index of chemical conditions 

in *.chem 

NumEle Integer >0 Number of elements in 
simulation 

2.5 *.prep 

 RT simulator can utilize time series date in rainwater solute concentration. Users could 

use the syntax “precipitation 2” to enable this option.  

 File Structure: 

Index Condition index 
Repeating NumEle times 

Pconc Num_Pconc Num_Precipitation 
Species_index Repeat Num_Pconc times 
Time Value  
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 Description: 

 

Variables Value Type Value range Remarks 

Pconc Keyword  Keyword indicate beginning of the 
file 

Num_Pconc Integer >0 Number of species in rainwater 
Num_Precipitat
ion Integer >0 Number of rainwater concentration 

measurements 
Time Time string time  

Value Double >0.0 Rainwater concentration of solutes, 
in M 

 

  

Repeat Num_Precipitation times  



142 

 

3. Output File Format 

Table A-4 Output files generated by RT 

*.conc Chemical concentration evolution in the field 
*.btcv Chemical concentration evolution in the outlet of stream  
*index.btcv Chemical concentration evolution in selected elements 
*.vol Later saturated zone flow velocity 

3.1 *.conc 

 This file is the main output of RT simulator. It contains the concentration of all species in 

each element at specified output frequency (e.g. hourly, daily, etc.). 

 File Structure: 

 
 

 
 

 
 

 
 

… Repeat Num_output times 
 

 Description: 

Variables Value Type Value range Remarks 
Time Time string time  
Species_Name String  Name of all the chemical species 
Index Integer >0 Index of elements 
Concentration Double  Logarithm of concentration in M 
Num_species Integer >0 Number of total species simulated 
Num_Ele Integer >0 Number of Flux-PIHM elements 
Num_output Integer >0 Total number of output data points 

Time 
Cell Species_Name … Num_Species 
Index Concentration … Num_species 
Repeat 2*Num_Ele times  

Time 
Cell Species_Name … Num_Species 
Index Concentration … Num_species 
Repeat 2*Num_Ele times  
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3.2 *.btcv and *index.btcv files 

 The breakthrough curve files are auxiliary output files that provide the concentration 

evolution at selected elements.  

 File Structure: 

 

 

 Description: 

Variables Value Type Value range Remarks 
Time Time string time  
Species_Name String  Name of all the chemical species 
Concentration Double  Logarithm of concentration in M 
Num_species Integer >0 Number of total species simulated 
Num_output Integer >0 Total number of output data points 

3.3 *.vol 

 This file contains the information on the velocity field in the watershed. Both the x 

component and the y component of the velocity vectors in each of the saturated zone elements are 

reported. In unsaturated zone, there is no lateral flow. 

 File Structure: 

 

 

 

 Description: 

Variables Value Type Value range Remarks 
Time Time string time  
Velocity_x Double  X component of the velocity vector  
Velocity_y Double  Y component of the velocity vector 
Num_Ele Integer >0 Number of Flux-PIHM elements 

 

 Species_Name … Num_Species 
Time Concentration … Num_species 
Repeat Num_output times 

Time   
Velocity_x … Num_Ele  
Velocity_y … Num_Ele  
Repeat Num_output times 
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Appendix B  
 

RT source code details 

RT source codes includes four files: 

Table B-1 RT component source code files 

rt.h Data structure and library for RT 
rt.c RT main code 
os3d.c Transport functions 
react.c Reaction functions 

  

 The functions of each file will be discussed in the following sections. 

1. Data Structure and Library <rt.h> 

This is the header file for the RT simulator. It contains the definition of the data 

structures used in other codes. We will introduce the data structures from a top-down perspective: 

At the highest level, all the data are stored in a grand data structure that is called 

chem_data_structure. Within this data structure, runtime related and global variables are stored. 

These variables are generally specified in the beginning of the simulation and will stay constant 

throughout the simulation. These variables are used to control the simulator. 

 Since the simulation domain is discretized into hundreds of elements, the physical and 

chemical properties of each element are organized into a single class that is called vol_conc_type 

(volume/concentration data type). In this class, the volumetric properties such as bottom area, 

water height, porosity, saturation and temperature are stored, visited and updated in every time 

step. In general, RT simulator relies on Flux-PIHM to update these physical variables. 

Concentrations of chemical species are also stored here. In each time step, RT solves for the 

advection-diffusion-reaction equation and updates the concentrations accordingly. 

RT uses a connection-based finite volume method to solve for the differential equations. 

A key component of this connection-based method is the definition of connection class face_type. 
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In face_type instance, the information on the upstream, downstream nodes is recorded. RT also 

stores some dynamic variables, such as the flow velocity in this data type. 

For the chemical reaction calculation, each of the chemical species is realized by using a 

species_type data structure. Key chemical parameters such as the molar weight, charge, species 

names are stored in this data class. Additional data structure is also used to store the information 

on kinetic reactions (Kinetic_reaction_structure). 

For details of the data structures, developers should refer to the source code and code 

comments. Most of the data types within data structures are quite self-explanatory or explained in 

the comments. 

2. RT component main code <rt.c> 

This is the source code for data exchange between RT and Flux-PIHM, as well as many 

controlling functions: 

 chem_alloc: 

This is the function that allocation memory spaces for and initialize the chemical data 

structure, reading input files and look up chemical reaction network from the chemical database. 

 fluxtrans: 

 This function imports flow field information from Flux-PIHM at the end of every Flux-

PIHM time step. The data be transferred include: surface flow, subsurface flow, water storage in 

the saturated and unsaturated zone, evapotranspiration, net precipitation, infiltration, recharge. 

This function also calls os3d for the advection diffusion dispersion calculation. 

 Monitor: 

 This function performs a mass balance check on the imported Flux-PIHM water 

distribution and flow rates.  

 PrintChem: 

 This function outputs the RT variables into output files at a predefined frequency. 
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 AdptTime: 

This function handles the adaptive time stepping in RT for the reaction step. Initially, the 

reaction time step is set to be equal to the time step of Flux-PIHM simulation. If a certain element 

failed to converge in the reaction step, time step will be reduced by a half until it converges. 

3. Transport functions <os3d.c> 

The source code os3d.c, as the name implies, utilizing the operator splitting (3D) method 

to solve for the mass transfer part of the advection diffusion equation (Steefel et al., 2014; Zysset 

et al., 1994). Such a separation in solving process is made possible by carefully controlling the 

time step (Jacques et al., 2006). This function also handles the additional source/ sink of chemical 

species.  

4. Reaction Functions <react.c> 

The react.c code contains mainly three functions: 1) Lookup function to help the code 

read the chemical database; 2) Speciation function to calculate the chemical equilibrium status 

from the given set of primary and secondary species and their corresponding total concentration; 

3) React function that is responsible for calculation of kinetic reactions, which will be called at 

every RT-Flux-PIHM time step.  

Lookup: 

When the user specifies a chemical species in the input file, it usually only have two 

components: the name of the chemical species and the total concentration. It becomes the code’s 

job to find out the right chemical parameters for this given chemical species. Therefore, the code 
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searches for the name of the chemical species in the appropriate section of the database file. 

Lookup function is designed for this purpose.  

 

Speciation: 

The speciation function is used to calculate the concentrations of individual species from 

the total concentrations and thermodynamic parameters. The calculation follows an iterative 

manner as detailed in section 3.8. 

RT-Flux-PIHM currently supports two modes of speciation: 1) speciation from total 

concentrations and 2) speciation from total concentration and pH. The method of the first mode 

could be found in section 3.8. In the second mode, total concentrations for all the other species 

are given except for hydrogen. Instead of specifying the total concentration of hydrogen ion, pH 

is specified, which is actually the activity of hydrogen ion.  This specification actually reduces the 

number of total unknowns in the system from Nc to Nc-1. Therefore, we are only required to solve 

for this system with Nc-1 total concentrations. Once this system is solved and the concentrations 

for all other primary species are obtained, we calculate back the total concentration of hydrogen 

ion and store it.  

React: 

 In each time step, the reaction rate of the kinetic reaction is calculated based on TST rate 

law and the current concentration of all species. Based on this reaction rate, an increase in product 

concentration is derived so as a reduction in the reactant concentration. Note that the 

concentrations derived here is still total concentrations. After this step, the system use speciation 

method to determine the exact concentrations of primary and secondary species. With the new 

concentrations of all species, the kinetic reaction rate is calculated again. This process could also 

be conceptualized in such a way: in every incremental time step, kinetic reactions will only 
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generate total concentration for primary species. Then the primary species will automatically 

equilibrate with the secondary species. 

 

  



 

 

Appendix C  
 

Examples of RT-Flux-PIHM Input Files 

In this section, we provide several examples of RT-Flux-PIHM inputs files that cover the 

non-reactive transport of chloride and the reactive transport of magnesium in SSHCZO. Only the 

main input files for RT (.chem) are included in this section (.prep file for Cl case as well, data 

retrieved from NADP (TDEP, 2015)). Since the other input files and the input files for the Flux-

PIHM model are either very lengthy or contains large time series data that cannot be conveniently 

included here, they are uploaded to a GITHUB repository for free access. The address of this 

repository is: 

https://github.com/architectds/RT_Flux_PIHM_input_files 

To interpret the input files included here, please refer to the Appendix A or to the 

commenting lines starting with a # symbol. For helps on Flux-PIHM input files, please refer to 

Flux-PIHM input file manual, which could also be found in the above repository. The credit of 

the Flux-PIHM input file manual belongs to Yuning, Shi. 

1. Chloride Non-Reactive Transport 

shp.chem file: 

######################################################### 
# FILE       : PIHM_RT CHEM INPUT FILE EXAMPLE          # 
# DEVELOPPER : Chen Bao (baochen.d.s@gmail.com          # 
######################################################### 

 
TITLE 
shp 
END 
 
RUNTIME 
# runtime variables 
tvd        true 
# whether to use tvd in calculation the advective concentration flux 
output     24 
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# set output interval to # hours 
activity   1 
# enable the correction of activity using Debye-Huckel Equaion (1) or using no correction (0) 
act_coe_delay 0 
# define whether to delay the calculation of activity coefficients (0) for delay and (1) for no delay 
thermo     0 
# whether (1) or not (0) to couple the thermo modeling of pihm 
relmin     1 
# whether mineral volume fraction is relative (1) or absolute (0) 
effads     0 
# whether (1) or not (0) to use the effective adsorption model (MIM + ADSORPTION + RT) 
transport_only  1 
# whether (0) or not (1) to include the reactive calculation. 0 for turn on reactions and 1 for turn off. Suitable for 

stable tracer transport problem. 
precipitation  2 
# whether (1) or not (0) precipitation will be specified, 2 to specify Pconc by file *.prep. 
RT_delay  2 
Condensation    1.8 
AvgScl    30 
END 
 
GLOBAL 
t_species    4 
# total species including 1) primary speices, 2) primary minerals, 3) primary adsorptions. The number of species 

that are put into the condition blocks 
s_species    0 
# the number of species that are put into the secondary_species block. 
minerals     0 
# the number of species that are minerals in the condition blocks.  
adsorption   0 
# the number of species that are primary surface complexation, note that secondary surface complexation goes 

to secondary species 
cation_exchange 0 
# the nubmer of species that are primary cation exchange 
mineral_kinetic  0 
# the number of mineral kinetic reactions 
aqueous_kinetic  0 
# the number of aqueous kinetic reactions 
diffusion    1E-5 
# fixed diffusion coefficient, in cm2/s 
dispersion   0.10 
# fixed dispersion coefficient, in m 
cementation  1 
# cementation factor 
temperature  25 
# assumed temperature for thermo decouple mode 
END 
 
INITIAL_CONDITIONS FILE shp.cini 
RT      1-1070 
# Assign the conditions to blocks, supported separators are "," and "-". Named condition need be specified 

using Condition keyword 
MS      1071-1112 
VF      1050 
END 
 
OUTPUT 1 
1110 
END 
 
Condition RT 
# concentrations and names of species of condition X. 
# recommanded order: aqueous primary, adsorption, cation exchange, mineral 
H2       0.016338445 
O18       0.110175714 
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Cl-       3.69E-5 
Na+           19.0E-6 
END 
 
Condition MS 
H2            0.016338445 
O18           0.110175714 
Cl-           3.12E-5 
Na+           18.5E-6 
END 
 
Condition VF 
H2            0.018338445 
O18           0.110175714 
Cl-           3.93E-5 
Na+           26.7E-6 
END 
 
PRECIPITATION 
H2            0.015560424 
O18           0.110175714 
Cl-           1.93E-5 
Na+           1.0E-5 
END 
 
 
SECONDARY_SPECIES 
# Basis switching is not supported in this version of PIHM_RT 
END 
 
MINERALS 
# rate constant log10(rate, units mol/m^2/s) 
END 

 
shp.prep file (solute concentration in precipitation, time series file) 

 From the left to the right starting from the second row of this file: date, time, 

concentration of H2, O18, Cl-, Na+. 

Pconc 4    125     
2006-11-26 00:00:00 0.01568 0.1097  1.211e-06   1.21E-6 
2008-01-01 00:00:00 0.01568 0.1097  2.500e-06   2.50E-6 
2008-01-15 00:00:00 0.01568 0.1097  2.98e-06   2.98E-6 
2008-01-22 00:00:00 0.01568 0.1097  7.50e-06   7.50E-6 
2008-01-29 00:00:00 0.01568 0.1097  2.92e-06   2.92E-6 
2008-02-05 00:00:00 0.01568 0.1097  5.94e-06   5.94E-6 
2008-02-12 00:00:00 0.01568 0.1097  14.16e-06   14.16E-6 
2008-02-19 00:00:00 0.01568 0.1097  3.12e-06   3.12E-6 
2008-02-25 00:00:00 0.01568 0.1097  8.05e-06   8.05E-6 
2008-03-04 00:00:00 0.01568 0.1097  3.15e-06   3.15E-6 
2008-03-11 00:00:00 0.01568 0.1097  8.59e-06   8.59E-6 
2008-03-18 00:00:00 0.01568 0.1097  15.15e-06   15.15E-6 
2008-03-25 00:00:00 0.01568 0.1097  1.50e-06   1.50E-6 
2008-04-01 00:00:00 0.01568 0.1097  1.70e-06   1.70E-6 
2008-04-08 00:00:00 0.01568 0.1097  6.50e-06   6.50E-6 
2008-04-15 00:00:00 0.01568 0.1097  3.40e-06   3.40E-6 
2008-04-22 00:00:00 0.01568 0.1097  4.535e-06   4.535E-6 
2008-04-29 00:00:00 0.01568 0.1097  4.31e-06   4.31E-6 
2008-05-06 00:00:00 0.01568 0.1097  1.32e-06   1.32E-6 
2008-05-13 00:00:00 0.01568 0.1097  1.60e-06   1.60E-6 
2008-05-20 00:00:00 0.01568 0.1097  2.22e-06   2.22E-6 
2008-05-26 00:00:00 0.01568 0.1097  2.32e-06   2.32E-6 
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2008-06-03 00:00:00 0.01568 0.1097  2.50e-06   2.50E-6 
2008-06-10 00:00:00 0.01568 0.1097  3.63e-06   3.634E-6 
2008-06-17 00:00:00 0.01568 0.1097  4.84e-06   4.84E-6 
2008-06-23 00:00:00 0.01568 0.1097  2.81e-06   2.81E-6 
2008-07-01 00:00:00 0.01568 0.1097  1.74e-06   1.74E-6 
2008-07-08 00:00:00 0.01568 0.1097  4.05e-06   4.05E-6 
2008-07-15 00:00:00 0.01568 0.1097  4.70e-06   4.70E-6 
2008-07-22 00:00:00 0.01568 0.1097  1.64e-06   1.64E-6 
2008-07-28 00:00:00 0.01568 0.1097  8.17e-06   8.17E-6 
2008-08-05 00:00:00 0.01568 0.1097  6.33e-06   6.33E-6 
2008-08-12 00:00:00 0.01568 0.1097  4.33e-06   4.33E-6 
2008-08-19 00:00:00 0.01568 0.1097  7.52e-06   7.52E-6 
2008-08-26 00:00:00 0.01568 0.1097  4.222e-06   4.22E-6 
2008-09-02 00:00:00 0.01568 0.1097  2.76e-06   2.76E-6 
2008-09-09 00:00:00 0.01568 0.1097  1.38e-06   1.38E-6 
2008-09-23 00:00:00 0.01568 0.1097  0.90e-06   0.90E-6 
2008-09-30 00:00:00 0.01568 0.1097  7.69e-06   7.69E-6 
2008-10-07 00:00:00 0.01568 0.1097  2.70e-06   2.70E-6 
2008-10-14 00:00:00 0.01568 0.1097  11.41e-06   11.41E-6 
2008-10-21 00:00:00 0.01568 0.1097  7.01e-06   7.01E-6 
2008-10-28 00:00:00 0.01568 0.1097  2.64e-06   2.64E-6 
2008-11-04 00:00:00 0.01568 0.1097  6.76e-06   6.76E-6 
2008-11-11 00:00:00 0.01568 0.1097  4.73e-06   4.73E-6 
2008-11-18 00:00:00 0.01568 0.1097  2.25e-06   2.25E-6 
2008-11-25 00:00:00 0.01568 0.1097  1.211e-06   1.21E-6 
2008-12-03 00:00:00 0.01582 0.1101  1.211e-06   1.21E-6 
2008-12-12 00:00:00 0.01628 0.1103  3.070e-06   3.07E-6 
2008-12-23 00:00:00 0.01677 0.1107  3.606e-06   3.60E-6 
2008-12-31 00:00:00 0.01527 0.1095  1.814e-05   1.21E-6 
2009-01-06 00:00:00 0.01527 0.1095  3.44E-6     1.35E-6 
2009-01-13 00:00:00 0.01541 0.1098  1.72e-05   1.02E-5 
2009-01-23 00:00:00 0.01469 0.1095  4.87E-6    2.52E-6 
2009-02-03 00:00:00 0.01668 0.1107  4.873e-06   2.52E-6 
2009-02-17 00:00:00 0.01666 0.1106  4.535e-06   3.09E-6 
2009-02-24 00:00:00 0.0155 0.1097   1.52e-05    1.80E-5 
2009-03-02 00:00:00 0.01658 0.1105  2.079e-05   2.15E-5 
2009-03-10 00:00:00 0.01606 0.1101  6.338e-06   6.70E-6 
2009-03-17 00:00:00 0.01673 0.1106  6.338e-06   6.70E-6 
2009-04-07 00:00:00 0.0169 0.1108  3.831e-06    3.30E-6 
2009-04-13 00:00:00 0.01709 0.1111  1.44e-06    0.957E-6 
2009-04-21 00:00:00 0.01608 0.1103  2.51e-06    8.70E-7 
2009-04-28 00:00:00 0.01704 0.1109  4.79e-06    3.87E-6 
2009-05-04 00:00:00 0.01625 0.1105  9.578e-07   3.04E-7 
2009-05-12 00:00:00 0.01707  0.111  5.100e-06   4.61E-6 
2009-05-26 00:00:00 0.01675 0.1107  2.112e-06   1.22E-6 
2009-06-02 00:00:00 0.01672 0.1107  3.352e-06   4.35E-7 
2009-06-09 00:00:00 0.01722 0.1111  1.92E-6     6.52E-7 
2009-06-16 00:00:00 0.01665 0.1106  1.80E-6     1.22E-6 
2009-06-23 00:00:00 0.01637 0.1105  5.831e-06   1.87E-6 
2009-06-30 00:00:00 0.01606 0.1102  5.408e-06   2.17E-6 
2009-07-07 00:00:00 0.01671 0.1107  3.18e-06    6.26E-6 
2009-07-14 00:00:00 0.01671 0.1107  1.0E-6      6.26E-6 
2009-08-04 00:00:00 0.01699  0.111  3.52e-06    4.83E-6 
2009-08-11 00:00:00 0.01689 0.1109  1.21e-06    2.61E-7 
2009-08-18 00:00:00 0.01709  0.111  2.03e-06    1.48E-6 
2009-08-25 00:00:00 0.01691 0.1108  1.155e-06   6.09E-7 
2009-09-01 00:00:00 0.01615 0.1101  1.155e-06   6.09E-7 
2009-09-08 00:00:00 0.01615 0.1101  1.15E-6     8.70E-7 
2009-09-15 00:00:00 0.01615 0.1101  1.15E-6     4.13E-5 
2009-09-22 00:00:00 0.01615 0.1101  1.38E-6     7.39E-7 
2009-09-29 00:00:00 0.01615 0.1101  1.75E-6     10E-7 
2009-10-06 00:00:00 0.01661 0.1105  1.633e-06   8.26E-7 
2009-10-13 00:00:00 0.01558 0.1097  4.225e-07   8.70E-8 
2009-10-20 00:00:00 0.01699 0.1108  1.803e-06   1.61E-6 
2009-10-27 00:00:00 0.01604 0.1102  5.352e-07   2.17E-7 
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2009-11-03 00:00:00 0.01705 0.1108  9.268e-06   2.83E-6 
2009-11-17 00:00:00 0.01692 0.1108  1.076e-05   9.22E-6 
2009-11-24 00:00:00 0.01692 0.1108  3.66E-6     6.52E-7 
2009-12-01 00:00:00 0.01465 0.1091  3.352e-06   2E-6 
2009-12-08 00:00:00 0.01528 0.1096  7.324e-07   3.48E-7 
2009-12-15 00:00:00 0.01358 0.1084  2.986e-06   1.83E-6 
2009-12-22 00:00:00 0.01637 0.1105  4e-06       2.91E-6 
2009-12-29 00:00:00 0.0152 0.1097  9.58E-7      8.70E-7 
2010-01-05 00:00:00 0.0153 0.1097  5.32e-06        2E-6 
2010-01-12 00:00:00 0.0153 0.1097  1.04e-06        2E-6 
2010-01-19 00:00:00 0.01561 0.1102  5.20e-06       2E-6 
2010-01-26 00:00:00 0.01678 0.1107  2e-06       2E-6 
2010-02-02 00:00:00 0.0153 0.1097   1.63e-06        2E-6 
2010-02-09 00:00:00 0.0153 0.1097  2.22e-06        2E-6 
2010-02-23 00:00:00 0.0153 0.1097  5.60e-06        2E-6 
2010-03-02 00:00:00 0.0153 0.1097  2.22e-06        2E-6 
2010-03-09 00:00:00 0.0153 0.1097  1.88e-06        2E-6 
2010-03-16 00:00:00 0.0153 0.1097  14.98e-06        2E-6 
2010-03-23 00:00:00 0.0153 0.1097  7.26e-06        2E-6 
2010-03-30 00:00:00 0.0153 0.1097  8.17e-06        2E-6 
2010-04-06 00:00:00 0.0153 0.1097  2.22e-06        2E-6 
2010-04-20 00:00:00 0.0153 0.1097  1.55e-06        2E-6 
2010-04-27 00:00:00 0.0153 0.1097  1.72e-06        2E-6 
2010-05-04 00:00:00 0.0153 0.1097  2.56e-06        2E-6 
2010-05-11 00:00:00 0.0153 0.1097  3.80e-06        2E-6 
2010-05-18 00:00:00 0.0153 0.1097  1.32e-06        2E-6 
2010-05-25 00:00:00 0.0153 0.1097  7.0e-06        2E-6 
2010-06-01 00:00:00 0.0153 0.1097  2.22e-06        2E-6 
2010-06-08 00:00:00 0.0153 0.1097  0.70e-06        2E-6 
2010-06-14 00:00:00 0.0153 0.1097  5.0e-06        2E-6 
2010-06-22 00:00:00 0.0153 0.1097  2.36e-06        2E-6 
2010-07-20 00:00:00 0.0153 0.1097  4.59e-06        2E-6 
2010-07-26 00:00:00 0.0153 0.1097  4.14e-06        2E-6 
2010-08-03 00:00:00 0.0153 0.1097  1.90e-06        2E-6 
2010-08-12 00:00:00 0.0153 0.1097  2e-06        2E-6 
2014-01-22 00:00:00 0.01678 0.1107  2e-06       2E-6 
 

2. Magnesium Reactive Transport 

shp.chem file 

 ######################################################### 
# FILE       : PIHM_RT CHEM INPUT FILE EXAMPLE                           # 
# DEVELOPPER : Chen Bao (baochen.d.s@gmail.com                        # 
######################################################### 

 
TITLE 
shp 
END 
 
RUNTIME 
# runtime variables 
tvd        true 
# whether to use tvd in calculation the advective concentration flux 
output     24 
# set output interval to # hours 
activity   1 
# enable the correction of activity using Debye-Huckel Equaion (1) or using no correction (0) 
act_coe_delay 0 
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# define whether to delay the calculation of activity coefficients (0) for delay and (1) for no delay 
thermo     0 
# whether (1) or not (0) to couple the thermo modeling of pihm 
relmin     1 
# whether mineral volume fraction is relative (1) or absolute (0) 
effads     0 
# whether (1) or not (0) to use the effective adsorption model (MIM + ADSORPTION + RT) 
transport_only  0 
# whether (0) or not (1) to include the reactive calculation. 0 for turn on reactions and 1 for turn off. Suitable for 

stable tracer transport problem. 
precipitation  2 
# whether (1) or not (0) precipitation will be specified. 
RT_delay   2 
Condensation 1.5 
AvgScl     15 
SUFEFF     1 
END 
 
GLOBAL 
t_species    17 
# total species including 1) primary speices, 2) primary minerals, 3) primary adsorptions. The number of species 

that are put into the condition blocks 
s_species    9 
# the number of species that are put into the secondary_species block. 
minerals     8 
# the number of species that are minerals in the condition blocks.  
adsorption   0 
# the number of species that are !primary! surface complexation, note that secondary surface complexation 

goes to secondary species 
cation_exchange 1 
# the nubmer of species that are !primary! cation exchange 
mineral_kinetic  5 
# the number of mineral kinetic reactions 
aqueous_kinetic  0 
# the number of aqueous kinetic reactions 
diffusion    1E-5 
# fixed diffusion coefficient, in cm2/s 
dispersion   0.1 
# fixed dispersion coefficient, in m 
cementation  1 
# cementation factor 
temperature  25 
# assumed temperature for thermo decouple mode 
END 
 
OUTPUT   1 
1110 
END 

 
PUMP    1 
# position  species  total_influx  influx_concentration 
# unit               moles/year    mole/L   
1100        Mg++     800.0           172E-6 
END 

 
INITIAL_CONDITIONS FILE shp.cini 
RT      1-1070 
# Assign the conditions to blocks, supported separators are "," and "-". Named condition need be specified 

using Condition keyword 
MS      1071-1112 
VF      1050 
END 
 
Condition RT 
# concentrations and names of species of condition X. 
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# recommanded order: aqueous primary, adsorption, cation exchange, mineral 
pH       4.56 
HCO3-       0.28 
Mg++       5.49E-4 
Ca++          5.2E-4 
Cl-       3.69E-5 
H4SiO4       1.00E-4 
K+       2.19E-5 
Na+           19.0E-4 
shillite 0.2845 -ssa 0.80 
shchlorite      0.0690 -ssa 0.01 
CO2(*g)      1.00E-3    -ssa    70.0 
Dolomite      1.00E-10  -ssa    0.02 
Calcite       1.00E-10  -ssa    2E-4 
Kaolinite     0.0266 -ssa 1.48 
Quartz       0.6199 -ssa 1.48 
FeOOH       1.00E-5 -ssa 1.48 
X-       5.2E-5 
END 
 
Condition MS 
pH            4.48 
HCO3-         0.28 
Mg++          9.4E-4 
Ca++          9.7E-4 
Cl-           3.12E-5 
H4SiO4        1.00E-4 
K+            1.53E-5 
Na+           18.5E-4 
shillite        0.2690    -ssa    0.80 
shchlorite      0.0669    -ssa    0.01 
CO2(*g)      1.00E-3 -ssa 70.0 
Dolomite      1.00E-10  -ssa    0.02 
Calcite       0.001  -ssa    5.0E-4 
Kaolinite     0.0283    -ssa    1.48 
Quartz        0.6348    -ssa    1.48 
FeOOH         1.00E-5  -ssa    1.48 
X-       4E-5 
END 
 
Condition VF 
pH            4.70 
HCO3-         0.28 
Mg++           12.61E-4 
Ca++          12.9E-4 
Cl-           3.93E-5 
H4SiO4        1.00E-4 
K+            2.33E-5 
Na+           26.7E-4 
shillite        0.4068    -ssa    0.80 
shchlorite      0.0668    -ssa    0.01 
CO2(*g)      1.00E-3    -ssa    70.0 
Dolomite      1.00E-10  -ssa    0.02 
Calcite       0.01000  -ssa    5.0E-4 
Kaolinite     0.0149    -ssa    1.48 
Quartz        0.5014    -ssa    1.48 
FeOOH         1.00E-5  -ssa    1.48 
X-       5.8E-5 
END 
 
PRECIPITATION 
pH            4.3 
HCO3-         8.0E-4 
Mg++           0.75E-6 
Ca++           2.91E-6 
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Cl-            1.23E-5 
H4SiO4        1.00E-4 
K+            1.53E-6 
Na+           2.00E-6 
shillite      1.00E-10    -ssa    2.5 
shchlorite    1.00E-10    -ssa    0.15 
CO2(*g)      1.00E-10 -ssa 70.0 
Dolomite      1.00E-10  -ssa    0.02 
Calcite       1.00E-10  -ssa    0.01 
Kaolinite     1.00E-10    -ssa    1.48 
Quartz        1.00E-10    -ssa    1.48 
FeOOH         1.00E-10  -ssa    1.48 
X-          1.00E-3 
END 
 
 
SECONDARY_SPECIES 
OH- 
CO2(aq) 
CO3-- 
MgX2 
MgCO3(aq) 
MgCl+ 
MgHCO3+ 
CaX2 
NaX 
# Basis switching is not supported in this version of PIHM_RT 
END 
 
MINERALS 
# rate constant log10(rate, units mol/m^2/s) 
!Calcite -label default  
shillite  -label default 
shchlorite       -label default 
CO2(*g)    -label default 
Dolomite         -label default 
Calcite          -label default 
END 
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